DETERRENCE AND THE PUNISHMENT OF ATTEMPTS

STEVEN SHAVELL*

I. INTRODUCTION

By an "attempt" I shall simply mean a potentially harmful act that does not happen to result in harm, such as shooting at someone but missing.1 The chief object of this article is to examine the punishment of attempts from the perspective of the theory of optimal deterrence of undesirable acts. Two basic questions are to be addressed. First, how may punishment of attempts be justified? And second, supposing that their punishment is justified, what should be the magnitude of the sanctions for attempts? In particular, should an attempt be punished by a lower sanction than a similar act that causes harm?2

In Section II of this article, I consider these questions employing a standard model of deterrence (the Appendix contains a formal analysis of
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1 This definition will suffice for now even though it makes no reference to intent and is broader than the definition of attempt in criminal law; see Section III infra.
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the model). In the model, actors decide against committing potentially harmful acts if the sanctions they might face, including possible sanctions for attempts, outweigh in importance the benefits they hope to obtain. The main ideas developed in the model may be sketched as follows.

A partial answer to the initial question, Why punish attempts? is that punishment of attempts increases deterrence by raising the probability of imposing sanctions. Those who would shoot at another person will realize that they may be penalized if they miss as well as if they succeed; those contemplating engaging in theft will understand that they will suffer sanctions if they are apprehended trying to carry out theft as well as if they are caught red-handed with stolen goods. Punishing attempts thus increases deterrence by expanding the set of circumstances in which sanctions are imposed.

This point, however, is an incomplete justification for punishing attempts because, if society wants to augment deterrence, it apparently has an alternative to penalizing in broader circumstances. Society may elevate the magnitude of sanctions. Instead of punishing attempted theft, society may impose more severe sanctions for successful theft. Why can this method of increasing deterrence not always be employed? The reason given in the model is that there is an upper bound to punishment, such as life imprisonment. Once that bound has been set as the punishment for doing harm, the only avenue open for enhancing deterrence is raising the probability of punishment. Also, general reasons, not included in the model, may make it unwise to utilize the highest sanctions for causing any given type of harm. One such reason is that it is desirable for sanctions for lesser harms to be low, and for the schedule of sanctions to rise with the magnitude of harm, so that people who commit bad acts will have an inducement to refrain from causing greater harms (to only beat a person, not kill him). Additionally, society may consider it unfair, and thus be unwilling, to impose sanctions that seem out of proportion to harm done (more than several years of imprisonment for car theft). If the size of sanctions for doing harm is effectively constrained for these reasons, then society must raise the probability of imposing sanctions in order to increase deterrence.

The argument is still not complete, though, because it must be asked why society should increase the probability of imposing sanctions by punishing attempts, rather than by punishing acts that do harm with greater frequency. Why punish attempted theft instead of catching and punishing successful thieves more often? The answer supplied in the

---

3 These are mentioned in Section III B infra.
II. A Model of Attempts and Optimal Deterrence

The primary features of the model are illustrated in Figure 1. An individual may commit a potentially harmful act from which he will obtain a benefit. If he commits such an act, harm will occur with some probability \( q \), and harm will not occur with the complementary probability \( 1 - q \). In the latter case, we will say that the individual committed only an attempt. The benefit from committing an act, the probability of harm, and the magnitude of the potential harm are assumed to vary among individuals.

If an individual commits an act, he may be apprehended and suffer a sanction. The probability of sanctions, as well as their magnitude, may depend on whether he commits only an attempt or causes harm. It is assumed that there is a maximum possible sanction that can be imposed; for purposes of numerical illustration, this will be taken to be 1,000.

The probability-discounted or expected sanction facing an individual who commits an act equals the sum of two products: the probability \( 1 - q \) of committing only an attempt, multiplied by the probability \( p_1 \) of being punished for an attempt, multiplied by the sanction \( s_1 \) for an attempt; plus the probability \( q \) of causing harm, multiplied by the probability \( p_2 \) of being punished for causing harm, multiplied by the sanction \( s_2 \) for harm. Suppose, for example, that an act will fail to cause harm—will result only in an attempt—with probability .60; that the likelihood of being punished for an attempt is .30; that the sanction for an attempt is 200; that the probability that the act will cause harm is .40; that the probability of being punished for causing harm is .50; and that the sanction for this is 300. Then the expected sanction for committing the act would be \((.60)(.30)(200) + (.40)(.50)(300)\), which equals 36 + 60, or 96.

An individual will decide not to commit an act, and will be deterred, if the expected sanction would exceed his benefit. Otherwise, he will commit the act.

The state is envisioned as choosing a system of sanctions and a level of enforcement effort determining the probabilities of imposition of sanctions. The state makes its choice in an optimal way, so as to maximize the following measure of social welfare: the benefits individuals obtain from committing acts, less the sum of the harm done, the costs, if any, of imposing sanctions, and enforcement effort. In what follows, I will explain the logic of the analysis only in the case of monetary sanctions that are costless to impose, and I will defer discussion about the choice of

---

**Figure 1.**—The model

---

4 The assumption that the disutility of sanctions is bounded is in fact a conclusion derivable from the postulates of expected utility theory. See Kenneth J. Arrow, Essays in the Theory of Risk-bearing 63–69 (1971); Leonard J. Savage, The Foundations of Statistics 81–82 (2d rev. ed. 1972). For discussions of practical reasons for thinking that sanctions are limited, see, for example, Frank H. Easterbrook, Criminal Procedure as a Market System, 12 J. Legal Stud. 289, 293–95 (1983); and Posner, supra note 2, at 1205–8.

5 The significance of the assumption is that it implies that the ability to deter is limited when sanctions are imposed with a probability. If the reader is troubled by the assumption, he may find two remarks helpful. The first I take from Shavell, supra note 2, at 1242, n.37: “It is likely that [the reader] is thinking that most individuals would do almost anything to avoid a certain death. While this is doubtlessly true, it is in no way illogical for the same individuals to act in ways that raise the probability of death by only a small amount. It is a familiar fact that individuals subject themselves to increased risks of death for even rather trivial benefits (when they jaywalk for instance). They would not do so were the disutility of death infinite.” Second, the reader may say that, whatever sanction one contemplates, a worse one can always be imagined. Execution by electrocution is not as bad as execution by hanging, and that is not as bad as being boiled in oil, and so forth. The point may well be true, but it does not contradict the assumption that the disutility of sanctions is bounded. The infinite sequence of ever-worse sanctions corresponds to an infinite increasing sequence of disutilities that approaches a bound asymptotically, rather than grows unboundedly.

6 The assumption that the benefits obtained from committing acts enter into the criterion is simplifying but is not necessary to the argument to be presented.

7 The assumption that sanctions are costless to impose is, again, made to simplify the analysis. Were sanctions nonmonetary and costly to impose, the qualitative nature of the conclusions would not be changed, as is noted in the Appendix.
enforcement effort. Thus, I will focus until later on the selection of sanctions given some probability of imposing sanctions for an attempt and some probability of imposing sanctions for causing harm.

Observe first that it is desirable for the expected sanction for an act to equal the expected harm caused by the act, that is, the probability of harm multiplied by its magnitude. If the expected sanction equals the expected harm, an individual will be deterred from committing an act if and only if the expected harm exceeds his benefit, a socially ideal result within the model. Accordingly, note, the expected sanction should be higher the higher the probability of harm or its magnitude is.

Now let us examine the implications for the punishment of attempts of the desirability of equating the expected sanction to the expected harm. We shall study two situations: where courts can obtain perfect information about acts, and where they cannot.

A. Courts' Information about Acts Is Perfect

In this case, if a court has before it a person who committed an attempt, the court will be able to ascertain both the probability that his act would have resulted in harm and the magnitude of the potential harm. Likewise, if a court has before it a person who caused harm, the court will be able to determine what the probability of its occurrence was ex ante. In either event, therefore, the court will be able to determine the expected harm associated with the particular act and to tailor the sanction to it.

The problem for the state then becomes to design for each type of act—classified by its probability of causing harm and the size of the potential harm—sanctions for an attempt and for causing harm, with the property that the expected sanction equals the expected harm.

Can this problem be solved? The answer is often yes, and, in fact, in a multiplicity of ways. Consider an act that causes harm of 100 with probability .40, so that the expected harm is 40. For this act, the state wants to choose a sanction \( s_1 \) for an attempt and a sanction \( s_2 \) for doing harm such that the expected sanction equals the expected harm of 40. If, as before, the probabilities of being penalized for an attempt and for harm are .30 and .50, respectively, the state's problem is to fashion sanctions such that the expected sanction of \( .60(.30)s_1 + .40(.50)s_2 \) is 40, which is to say, such that \( .18s_1 + .20s_2 = 40 \). There is an extra degree of freedom, so many different combinations—indeed, a whole continuum—of sanctions will work, such as \( s_1 \) equal to 100 and \( s_2 \) equal to 110; or \( s_1 \) and \( s_2 \) each equal to 105.26; or \( s_1 \) equal to 120 and \( s_2 \) equal to 92. As the last pair of sanctions illustrates, the sanction for causing harm can be smaller than the sanction for an attempt.

Because it is the expected sanction that is important, not the individual sanctions for an attempt and for doing harm, there is no reason for the sanction for an attempt to be positive, provided that an expected sanction equal to the expected harm can be created solely with a sanction for harm. In the example, this can be done. An expected sanction equal to 40 can be created with a sanction \( s_2 \) of 200 since \( (.20)(200) \) is 40. A positive sanction for attempts is not needed.

If, however, the expected harm is sufficiently high, it will be necessary to punish attempts as well as harm in order to create an expected sanction equal to the expected harm. In the example, the maximal expected sanction that can be created with a sanction for harm alone is \( (.20)(1,000) \), or 200, since 1,000 is the highest possible sanction. Consequently, if the expected harm exceeds 200, it will be desirable to punish attempts. Suppose, for instance, that the potential harm in the example is 600 rather than 100. Then the expected harm would be \( (.40)(600) \), or 240, so that to create an expected sanction of 240, attempts must be punished; if \( s_2 \) equals 1,000, \( s_1 \) would have to be set equal to 222.22 for the expected sanction to equal 240.8

We may therefore summarize the answer to the two questions, given the probabilities of imposing sanctions, as follows. First, punishment of attempts is desirable for acts whose expected harm is sufficiently high to create an appropriately high expected sanction. Second, the optimal magnitude of the sanction for an attempt is not uniquely determined and thus can be equal to (or in theory exceed) the sanction for causing harm. All that is uniquely determined is the magnitude of the expected sanction.9

It may be useful to amplify why only the combination of sanctions, as represented by the expected sanction, matters. The sole effect of sanctions in the model is on an individual's decision about committing an act. When an individual makes this decision, he does not know, if he acts,

8 The threshold of expected harm above which it becomes optimal to punish attempts depends not only on the maximal sanction, here 1,000, but also on the probability that an individual will cause harm and be penalized, here \( (.40)(.50) \), or .20. For these together determine the maximal expected sanction that can be created by use only of a sanction for causing harm. Thus, if we were considering an act that causes harm with probability .70 and a probability of imposition of sanctions for harm of .50, the maximal expected sanction that could be created would be \( (.35)(1,000) \), or 350. Hence, 350 would be the threshold of expected harm above which it would become optimal to punish attempts.

9 A slight qualification should be made. If the expected harm exceeds the maximal expected sanction, then not only is the expected sanction uniquely determined—it is equal to its maximal level (so are the sanctions for an attempt and for causing harm)—each is also equal to the maximal sanction. In the example, the expected sanction is \( .18s_1 + .20s_2 \), and therefore the maximal expected sanction is \( (.18)(1,000) + (.20)(1,000) \), or 380. Thus, if the expected harm exceeds 380, the expected sanction equals 380, and the sanctions for an attempt and for causing harm are uniquely determined: each equals 1,000.
whether he will fail and be subject to the sanction for an attempt or will succeed and be subject to the sanction for doing harm. Hence, both of the sanctions will be of interest to him, in terms of their expected value. Moreover, after an individual decides to commit an act, the sanctions will have no effect on his behavior. Past the point of no return, he may be regarded as an automaton, who has set into motion forces that either will or will not lead to harm.\footnote{By contrast, if an individual makes decisions during the commission of an act, the sanction for an attempt will have importance in its own right. If the sanction for an attempt is low, the individual may be induced to abandon his attempt. This is discussed in Section IIIIC infra.}

Let us now address the issue of enforcement effort. We took enforcement effort and the probabilities of imposing sanctions above as fixed, even though enforcement effort is a variable that the state controls. The optimal degree of enforcement effort is determined by a balancing of the costs and benefits of increments in enforcement effort. The cost of additional enforcement effort is a resource cost borne by the state. The benefit is that raising the probabilities of imposing sanctions allows deterrence of some individuals who could not otherwise have been deterred, for when the probabilities of sanctions rise, the maximal expected sanction increases.\footnote{In the example, with probabilities of sanctions of .30 and .50, the maximal expected sanction for an act that causes harm with probability .40 is (.60)(.30)(1,000) + (.40)(.50)(1,000), or 380. If the probabilities of sanctions are higher, for example, .35 and .55, the maximal expected sanction rises to (.60)(.35)(1,000) + (.40)(.55)(1,000), or 430.}

Another point about enforcement effort should be made. Any given level of enforcement effort was presumed to be associated not only with a particular probability of imposing sanctions for causing harm but also with a particular probability of imposing sanctions for attempts. In other words, it was assumed that sanctions could be imposed for attempts with positive probability without further increasing enforcement effort. Hence, it was indeed the case, as stated in the Introduction, that society could increase deterrence for free by punishing attempts, whereas increasing deterrence comparably by raising the probability of sanctions for causing harm would involve incurring further resource costs.

\section*{B. Courts' Information about Acts Is Imperfect}

If a court is unable to obtain information about a characteristic of an act, then the court will be unable to make the level of the sanction depend on the unobserved characteristic. To understand the difficulties thus engendered, suppose that courts are unable to determine the probability of an act causing harm.\footnote{But, for simplicity, assume that a court is able to ascertain the magnitude of the potential harm (in the case of an attempt) or of the actual harm. In fact, of course, courts may lack information about the potential size of harm as well as about the probability of harm.\footnote{Notice that any positive sanction for attempts will prevent this optimal result because the expected sanction for all acts with sufficiently small probabilities of causing harm will be too high. For example, a sanction of even 20 for attempts would lead to excessive sanctions for all acts that cause harm with a probability lower than about .10. The expected sanction for an act that caused harm with probability .05, for instance, would be at least (.95(.30)(20), or 5.7, which exceeds the expected harm of 5.) Thus, the strategy of using a sanction for harm alone is the unique optimal strategy.}} In this situation, courts will be unable to make sanctions depend on the probability of harm and, in particular, unable to make the sanction for attempts depend on the probability of success of an attempt. An attempt might not have been very dangerous because it involved only a low probability of harm, or it might have been quite dangerous; either way, the sanction for an attempt must be the same. A consequence is that the expected sanction for an act that is not very dangerous may be too high. Suppose that the sanction for an attempt is 100, that the probability of imposing sanctions for attempts is .30, as before, and that an act causes harm of 300 with a probability of just .01. Then the contribution to the expected sanction arising from the sanction for an attempt would be (.99)(.30)(100), or 29.7 (since .99 is the probability of the act resulting in an attempt). But the appropriate expected sanction for the act is the expected harm, (.01)(300), or 3, substantially less than 29.7.

The foregoing problem with punishing attempts—that those who commit acts that cause harm with a relatively low probability will face too high an expected sanction—can be remedied, or at least alleviated, by use of punishment for harm. The virtue of punishment for harm is that it causes the expected sanction to become linked in an automatic manner to the probability of harm. If punishment for harm is the only punishment, and an act leads to harm with a low probability, the expected sanction will be low because the probability of suffering the sanction for harm will be low; similarly, if an act causes harm with a high probability, the expected sanction will be high.

An illustration demonstrates that, if punishment for harm is the only punishment, it may be possible to create automatically the ideal expected sanctions for acts even though they vary in the probability of causing harm. Suppose that the potential harm due to acts is 100, that the probability of a sanction for harm is .50, and that the sanction for harm is 200. Then if an act causes harm with some probability $q$, the expected sanction will be $q(.50)(200)$, or $100q$, which is exactly the expected harm.\footnote{Notice that any positive sanction for attempts will prevent this optimal result because the expected sanction for all acts with sufficiently small probabilities of causing harm will be too high. For example, a sanction of even 20 for attempts would lead to excessive sanctions for all acts that cause harm with a probability lower than about .10. The expected sanction for an act that caused harm with probability .05, for instance, would be at least (.95(.30)(20), or 5.7, which exceeds the expected harm of 5.) Thus, the strategy of using a sanction for harm alone is the unique optimal strategy.} It is possible to create expected sanctions equal to expected harm here be-
cause it is feasible to make the expected sanction conditional on the occurrence of harm fully equal to the harm (the expected sanction conditional on the occurrence of harm is (.50)(200), or 100).

This result can be generalized. It can be proved that, if the magnitude of the potential harm is not too high, it is optimal to punish only for harm, with a sanction such that the expected sanction, conditional on the occurrence of harm, equals the harm. To elaborate, we have assumed that the maximal sanction is 1,000, so that the maximal expected sanction conditional on the occurrence of harm is (.50)(1,000), or 500. Thus, if the magnitude of the potential harm does not exceed 500, it is optimal to punish only for harm, with a sanction equal to twice the harm.

If the size of the potential harm is too high, punishment for harm alone will not create an adequate expected sanction. Suppose, in the example, that the magnitude of the potential harm exceeds 500, say it is 800. Then even if the sanction for harm is maximal, 1,000, the expected sanction may be too low, only 500, if there is no sanction for attempts. That would be the case whenever the expected harm exceeds 500, which it does whenever the probability of harm exceeds .625 (for (.625)(800) is 500).

Hence, as in Section II A above, it is desirable to punish attempts for acts in which the potential harm is sufficiently high. Unlike before, however, punishment of attempts has the disadvantage that those who cause harm with a low probability face excessive expected sanctions. Several implications follow. First, optimal sanctions for attempts are positive only when sanctions for causing harm are maximal. Second, the optimal sanction for an attempt is uniquely determined and represents a best compromise between the advantage of increasing deterrence of acts that cause harm with high probability and the disadvantage of creating excessive sanctions for acts that cause harm with low probability. Third, this best compromise leads to a higher optimal sanction for acts that are more likely to cause harm with high probability. Thus, optimal sanctions for attempts rise with the location of the distribution of probabilities of causing harm. Fourth, optimal sanctions for attempts rise with the size of the potential harm. Finally, it should be observed that were we to assume that a court could obtain some, rather than no, information about the probability that an attempt would have succeeded, then the optimal sanction for an attempt would reflect that information or, more generally, information about the degree of expected harm.

III. DISCUSSION

I consider here a variety of issues that will help us to appraise, interpret, and extend the above analysis. The first subsection comments on the generality of the analysis; the second, on the deterrence rationale for punishment of attempt; the third, on the question whether the sanction for an attempt should be lower than that for harm; and the fourth, on the legal treatment of the counterpart of attempts in the civil law, risk-creating acts that do not result in harm.

A. Generality of the Analysis

The analysis treated any potentially harmful act that does not do harm as an attempt. This class of acts is broader than the class of attempts in criminal law. 15 Carrying a concealed weapon, for example, does not constitute an attempt under criminal law; it is classified as a possession offense. Yet carrying a concealed weapon is a potentially dangerous act because it may lead to harm, such as robbery, but it is not harmful in itself. Thus, the analysis applies to the "attempt" of carrying a concealed weapon. In particular, if the threat of punishment for the harms to which the carrying of concealed weapons may lead is not an adequate deterrent, then punishing the carrying of concealed weapons will desirably augment deterrence. Similar observations may be made about other possession offenses, about conspiracy to commit criminal acts, about solicitation offenses, and about other inchoate offenses. 16 None are harmful in themselves, but each may lead to harm.

There is another regard in which the analysis is more general than it may seem. The analysis extends in a straightforward way to acts that result in positive but lower harm than might have occurred. A person may shoot at another and only graze the victim, even though death could well have resulted because he had aimed at a vital spot. In such a case, essentially the same argument advanced to explain why a shot that misses should be punished applies to the shot that grazes the victim: if we do not punish and, rather substantially, shots that graze, then we may fail to deter adequately shootings that cause death, and so forth.

14 When I use the words "should" or "ought" in this section, they will refer to what appears to be best given the goal of deterrence, not to what may be best given other goals of criminal law as well.


16 See, for example, LaFave & Scott, supra note 15, at 182, on crimes of possession, at § 58 on solicitation, and at §§ 61–62 on conspiracy.
B. The Deterrence Rationale for Punishment of Attempt

In this subsection, I examine several issues bearing on the deterrence justification for the punishment of attempts.

1. Degree of Deterrence Created by the Punishment of Attempt. That punishment of attempts will augment deterrence is, I assume, undeniable as a logical proposition. But one may wonder about its significance. Is it reasonable to believe that the prospect of punishment of attempts creates meaningful deterrence? Before I offer an answer to this question, it will be helpful to distinguish among types of attempt.

Attempts fall into two basic categories: complete and incomplete.17 A complete attempt does not do harm even though all steps necessary to the doing of harm are taken. The man who attempts to rob a bank but does not reach the money is a complete attempt. If, however, the man only points his gun at another, he has committed an incomplete attempt because he has not taken all the steps necessary to the doing of harm.18

Incomplete attempts can themselves be subdivided into interrupted attempts and abandoned attempts. An interrupted attempt is one that is broken off by the interference of another person, such as where an individual is prevented from firing his gun by someone who grabs it away. An abandoned attempt19 is broken off by the person who is committing it, not by the interference of another. The impetus to abandon an attempt may be guilty second thoughts, loss of nerve, and the like. On the other hand, the person beginning the attempt may notice that his chances of being identified and apprehended are greater than he had thought—perhaps he sees a policeman approaching. If he desists for this reason, the attempt will be said to be strategically abandoned.

Now let us address the question of whether the punishment of attempts

---

17 For general discussions of types of attempt, see note 15 supra.

18 It will be useful to employ the framework of decision theory (on which, see Arrow, supra note 4, and Savage, supra note 4) to make the distinction clear. In this framework, there are acts, designated by $A_1, A_2, \ldots$; states of nature, that is, possible circumstances, designated by $S_1, S_2, \ldots$; and outcomes, which in the context will either be $N$, meaning no harm, or $H$, meaning harm. Given an act $A_i$, the state of nature $S_j$ determines the outcome; that is, $f(A_i, S_j) = N$ or $H$, where the function $f$ describes whether harm occurs given the act and the state of nature. An incomplete attempt is an act $A_i$ such that $f(A_i, S_j) = N$ for all states of nature $S_j$; that is, harm does not occur under any circumstances because something necessary to the occurrence of harm was not done. A complete attempt is an act $A_i$ such that $f(A_i, S_j) = H$ for some state(s) of nature $S_j$; that is, the act $A_i$ will result in harm under some circumstances (perhaps many).

19 On this subject generally, see Fletcher, supra note 15, at 184–97; and Lafave & Scott, supra note 15, at 446–51; and see also Daniel Rotenberg, Withdrawal as a Defense to Relational Crimes, Wis. L. Rev., 1962, at 596.

---

is likely to be able to deter. The answer depends on the probability that a person can be apprehended and punished for committing an attempt. If this probability is significant relative to the probability of punishment for actually doing harm, then it seems as sensible to suppose that punishment of attempts deters (or could do so given sufficiently high sanctions) as it is to believe that punishment for doing harm deters.

The probability of apprehension for an attempt equals the sum of the probabilities of apprehension for an incomplete attempt and for a complete attempt. For many types of acts, one supposes that the sum of these probabilities is in the range of (or exceeds) the probability of apprehension for doing harm. When crimes require preparation, as is frequently the case with robbery, theft, or fraud, for example, the probability of apprehension before the attempt is complete strikes one as often not small because the ability to conceal preparations may be limited. And when, as is sometimes true, complete attempts have a good chance of failing (the intended victim of a robbery may run away), there is another reason to believe that the likelihood of apprehension for an attempt may not be small compared to the likelihood of apprehension for doing harm. Punishment of attempts would seem to hold little promise of deterrence, relative to punishment for doing harm, mainly for the following set of acts: those committed with little or no preparation and yet for which the odds of success are high (shooting someone point blank in the heat of passion), and those for which preparations are easily concealed and for which the odds of success are high.

In taking this view, I reject the skeptical, if not dismissive, opinion that punishment of attempt cannot effectively deter. A good example is provided in the introduction to Article 5 (Inchoate Crimes) of the Model Penal Code (1985),20 which reads in part, "Since these offenses [attempts] always presuppose a purpose to commit another crime, it is doubtful that the threat of punishment for their commission can significantly add to the deterrent efficacy of the sanction—which the actor by hypothesis ignores—that is threatened for the crime that is his objective." There are two responses to this statement. First, the statement is illogical. It is true that a person who has decided to commit a crime has decided to risk (not necessarily ignore) possible sanctions. But that hardly means that sanctions for attempts cannot deter; there may well be individuals who do not commit crimes just because of these sanctions. Second, as long as the probability of suffering a sanction for an attempt is not small relative to the probability of suffering a sanction for doing harm, then one cannot

---

20 Model Penal Code, Article 5 (1985), at 293.
claim that punishment of attempts is ineffectual, whereas punishment for harm done may be worthwhile.21

Another point, concerning strategic abandonment of attempts, deserves emphasis. It is a good guess that if this type of attempt were not punished, there would be a peculiar and perverse effect enabling the successful commission of many crimes. Burglars could cruise the streets, not worrying particularly about concealing burglary tools or about being spotted. If police or potential witnesses were nearby, all burglars would need to do would be to go elsewhere, or wait until later. They could pick the perfect place and moment to complete their criminal acts. Thus, I suspect that the level of burglary—and of any other crime where picking the right occasion raises the probability of escaping detection or of success in the act itself—would be substantially higher than it now is.

2. Need for Punishing Attempts and Limitation of the Magnitude of the Sanction for Harm. The need for punishing attempts, as explained in the model, derived solely from the inadequacy as a deterrent of use of the maximal sanction for doing harm. Punishing an attempt was advantageous only when the threat of the maximal sanction for doing harm would not result in a sufficient level of deterrence. Indeed, in the case where courts’ information was assumed to be imperfect, the conclusion was that punishment of attempts was appropriate only when the sanction for harm was maximal.

Yet, in fact, we often see punishment of attempts where sanctions for harm are far short of maximal and where one surmises that, were maximal sanctions for harm employed, deterrence might not be inadequate. The example from the Introduction is illustrative. A person may be punished for attempted theft even though the sanction for actual theft is unlikely to approach life imprisonment, and if the sanction for most theft were life imprisonment, one supposes that much of it would be deterred. These observations appear to raise questions about the descriptive worth of the theory advanced in the model.

But, on reflection, and as suggested in the Introduction, the theory leads to the conclusion that punishment of attempt may be desirable as long as there is any reason for limiting the sanction for doing harm. The reason need not be that an absolute bound, like life imprisonment, has been employed. Further, any reason for limiting the sanction for harm in fact serves to strengthen the deterrent argument for punishing attempts, for any constraint on the size of sanctions for harm reduces the deterrent value of punishing completed harms.


23 See Shavell, supra note 2, at 1247–49. Holmes, supra note 2, makes a similar argument (emphasizing intent as an indicator of the probability of harm); as does Posner, supra note 2, at 1221–23.
Let me first mention several examples of impossible attempt and indicate a fundamental problem with the concept of impossibility. One oft-offered illustration is sticking pins in a voodoo doll, the object being to kill the person in whose image the doll is made. On the theory that one cannot kill in this manner, the attempt is termed impossible. Another example of an impossible attempt is shooting a dummy believed to be a person, or picking an empty pocket (it being impossible to steal money from an empty pocket).

Although labeling attempts like these impossible may seem appealing, it becomes clear after some thought that “impossible attempts” do not constitute a proper subcategory of attempts. Any attempt, no matter how ordinary it may appear, can be recognized as an impossible attempt. Consider shooting at someone and missing. Whatever the explanation is for a bullet’s failure to hit its mark—perhaps a gust of wind, perhaps an improperly aimed gun—it can be said to have made the attempt impossible. More generally, whatever circumstance causes an attempt to fail can be said to have made it impossible. In formal terms, an attempt that fails is an act A that did not result in harm because the state of nature S_h was such that no harm occurred. Whatever this state S_h is makes the attempt impossible; all attempts are impossible in this sense.

Still, suppose it is urged: “When a person shoots a dummy, it is known by us, as onlookers, that the state S_d—that the ‘victim’ is a dummy—makes the attempt doomed from the outset; it is therefore impossible for harm to come about. Yet, when a person shoots at a live target, the attempt is not doomed from the outset; it will fail only if the state S_w is such that the wind picks up; it is thus possible for harm to come about.” This argument relies on a temporal distinction, that the attempt on the dummy is doomed from the outset since S_d is known by us at the outset. Yet the attempt on the live target is not doomed from the outset since the state S_w is not known by us at the outset. But this distinction is artificial. If we were intelligent enough to master meteorology we would know what the wind speed would be, and we could say, just as in the case of the dummy, that the attempt on the live target was doomed from the start.

Since, then, all attempts can be regarded as impossible, any argument about punishment of attempts that rests only on the notion of impossibility devolves into an argument that must apply to all attempts. Thus, for instance, an argument that impossible attempts should not be punished would lead to the absurdity that all attempts should be free from punishment.

The subcategory of attempts for which I think the courts and commentators have been groping is simply the class of acts that did not do harm and whose probability of causing harm was zero. An act in this class does no harm no matter what the circumstances. It constitutes an impossible attempt in an ex ante sense. Most acts are not impossible in this ex ante sense because they will cause harm with positive probability, even though, if they do not cause harm, they can be said, ex post, to have been impossible.

Of course, an act whose probability of causing harm is zero should not be punished; there is no reason for society to bear any costs in punishing it since it creates no expected harm. Thus, sticking pins in a voodoo doll should not be punished, given the assumption that this act can never result in harm.

One should be cautious, however, about the interpretation of a person’s act. Suppose that we have reason to believe that a person who fails to kill with a voodoo doll might decide to use a knife or a gun to achieve his objective. Then we may regard his attempt with the voodoo doll as an unsuccessful carrying out of the act “trying to kill by some means.” This act causes harm with positive probability and may warrant punishment. A similar analysis applies to a case where someone attempts to smuggle a good that he believes to be subject to tariff but that is not in fact. If we think that this is the only good the person would ever want to bring into the country, then the correct interpretation of the act is that it is harmless, and he ought not be punished. If he might wish to bring in other goods that are subject to tariff, then his act should be conceived as involving a positive probability of harm, and therefore it may be appropriate to punish him.

Whatever these complications, the case with shooting a dummy is quite different, for that act is clearly associated with a high probability of harm. Shooting a thing believed to be a person is likely to cause harm because usually that “thing” will in fact be a person. Likewise, picking an empty...
pocket creates a not insubstantial probability of theft since picked pockets will often contain wallets. Hence, there is ample reason to penalize such attempts.

In sum, we can reformulate the idea of “impossible” attempts so that it corresponds to those acts that carry with them a negligible probability of harm. Such acts should not be penalized because there is no need for society to bear the costs of punishing them. By contrast, the traditional notion of impossibility is not helpful because it does not turn out to define a subcategory of attempts; any unsuccessful attempt, even if it is the outcome of an act highly likely to cause great harm, can be regarded as having been impossible after the fact.

C. The Sanction for an Attempt versus the Sanction for Harm

I deal here with two topics that bear on the question whether, for reasons of deterrence, an attempt should be punished less than a completed harm. The first topic concerns the dangerousness of attempts, and the second, incentives to alter conduct during the commission of attempts.

1. Dangerousness of Attempts. It was stated in the analysis that where courts’ information is imperfect, the sanction for an attempt should reflect the likely probability of harm (more generally, the expected harm). In this subsection I will ask when the probability of harm is lower for an attempt than for an act that turns out to cause harm. If that is so, the sanction for an attempt should be lower than the sanction for an act that causes harm, other things being equal.

By the “probability” of harm, I will not usually mean the probability of harm from the particular act a person actually committed, for the court will generally be supposed to have only imperfect information about the act and not to know the true probability. Instead, I will refer to the rational inference the court draws about the true probability of harm—in the form of an expected probability, using Bayes’s rule—after taking into account the possible acts that could have led to the observed attempt.

Consider, first, incomplete attempts. By definition, an incomplete attempt could not have resulted in harm because steps essential to the causing of harm were not taken. Accordingly, there is some chance that the missing steps would not have been taken. Hence, the probability that an incomplete attempt would result in harm has to be lower than that of a similar but complete attempt that does cause harm.

To illustrate, suppose that two steps, A₁ and A₂, need to be taken for an attempt to be complete. Assume too that there are two, equally numerous, groups of people who take A₁: type 1 individuals who will definitely abandon their attempt before taking A₂, and type 2 individuals, who will definitely go on to take A₂, in which case there will be a .70 chance of harm. Suppose that courts cannot tell whether a person who has taken just A₁ is a type 1 or a type 2. Then all the courts can infer is that there is a .50 chance that the person is a type 1 and a .50 chance the person is a type 2. Now if the person is a type 1, the true probability of harm is zero since a type 1 will not complete his attempt; if a person is a type 2, the true probability of harm is .70 since a type 2 will complete his attempt. Thus, the expected probability of harm is (.50)(0) + (.50)(.70), or .35. If a person is brought to the court having completed an attempt, that is, after taking A₂, then the court will infer that he is certainly a type 2, so that the probability of harm for his act must have been .70. Thus, the sanction for an incomplete attempt here ought to be less than that for a similar complete attempt that causes harm.

How small the probability is that an incomplete attempt would cause harm depends on two general factors: the stage at which an incomplete attempt is discovered, and whether an incomplete attempt is abandoned or is interrupted. The earlier an attempt is discovered, the greater the chance it would not have been completed, and thus the lower the probability it would have caused harm. If a person about whom there was some evidence of intent to commit murder by administering poison to his victim is found approaching a drugstore where the poison is sold, there may be doubt whether he would have purchased the poison (perhaps he was going to make innocent purchases) and doubt, too, whether he would have used the poison had he purchased it. If he is discovered after purchasing the poison, doubt about his carrying through his plans will be less, as one uncertainty has been resolved. But some uncertainty remains because his attempt is still incomplete.

The relevance of whether an attempt is abandoned or interrupted is plain. An abandoned attempt is presumably less likely to be completed and cause harm than an interrupted attempt, for an abandoned attempt might not be resumed. The person who turns away from the drugstore, or who buys the poison but then throws it out, must begin his act afresh and thus should be less likely to complete it than the person who is interrupted in the course of his attempt. Also, abandonment may indicate lack of true intention to do harm. It seems clear that many abandoned attempts and attempts interrupted early result in harm with a lower probability than

29 An interesting contrasting example is this: there is only one type of individual—so that there can be no issue of uncertainty over his type—and there is a probability of .50 that he will abandon his act after A₁. Then the probability that he will do harm is .35, and this probability is what should influence the sanction whether the single type of person is brought before the court having taken A₁ or A₁ and A₂.
most complete attempts, making lower sanctions appropriate for the former—if any sanctions are required for them.

As an aside, it may be worth observing why punishment for evil thoughts is arguably inappropriate from the perspective under discussion. An evil thought may be regarded as an incomplete attempt about the completion of which there is so much doubt that no sanction is called for. There is only a small likelihood that evil thoughts will be followed by evil deeds, so the expected harmfulness of the "act" of having an evil thought is very small. (If, contrary to human nature, evil thoughts were usually followed by evil deeds, then we might well want to punish those who had evil thoughts. Or if courts could divine which evil thinkers would really carry out evil acts, we might well want to punish for evil thoughts alone.) When, however, a person with an evil thought commits an overt act, he distinguishes himself as someone who is more likely to complete the steps necessary to do harm.

From what has been said above, it is evident also that the situation for complete attempts is quite different from the situation for incomplete attempts. When a complete attempt is made, there are by definition no untaken steps necessary to the doing of harm. Thus, the only reason that the probability of harm may be less than that for an act that does do harm is that the unsuccessful attempt is different in character from the successful attempt. For example, if act $A_1$ is that I give a low dose of poison to my intended victim and act $A_2$ is that I give a high dose to him, then the two acts differ in character, and act $A_1$ has a lower chance of killing the victim than does act $A_2$. Will the occurrence of harm cast light on the character of the completed attempt? If the intended victim dies of poisoning, then we may infer that the dose was more likely high than low.\(^{30}\) Notice, however, that the occurrence of harm will not allow a useful inference to be drawn if we possess sufficient direct evidence about the quality of the act. We might, for instance, know the dosage of poison from forensic tests (suppose that fluids are drawn from the victim's stomach); in this case, the victim’s death, or failure to die, would tell us nothing about the act, as the dosage is independently established.\(^{31}\) In practice, such direct evidence will often be lacking, but, even so, the occurrence or nonoccurrence of harm may not allow us to make a very useful inference about the character of the completed attempt. If the intended victim is saved because he spills his drink or because, after ingesting it, he is quickly given an antidote, then we would not be able to learn much about the dosage from the particular failure of harm to occur. For most complete, unsuccessful attempts that come to mind, the occurrence of harm would not lead to an inference that the probability of harm was substantially lower than the probability of harm for an otherwise identical-appearing act that did do harm. Thus, a substantially lower sanction would not be warranted for the attempt. In any event, the reasons for imposing lesser sanctions when a complete attempt fails are weaker than the reasons for imposing lesser sanctions for incomplete attempts.

2. Incentives to Alter Conduct during Commission of Acts. A factor that was not taken into account in the analysis is that sanctions for attempts may have an influence on individuals' behavior during the commission of acts.

It is often said that, if the sanction for an attempt is lower than the sanction for harm, individuals will have a reason to abandon an attempt before it is complete,\(^{32}\) and they will have an incentive not to repeat a complete but failed attempt. However, this argument for setting the sanction for attempt below the sanction for harm is mistaken or at least not clearly stated. The argument does not recognize that different sanctions may be imposed for different types of attempt. For example, suppose that the sanction for a single, complete failed attempt and the sanction for doing harm on a first attempt are equal—say, to 10 years of imprisonment. But suppose that the sanction for a second attempt after a failed first attempt is different,\(^{33}\) and higher, equal to 15 years of imprisonment (whether or not harm results on a second attempt). Then a person will have an incentive—namely, avoiding an additional 5 years of imprisonment—not to repeat his attempt if he at first fails, and he will have this incentive even though the sanction for a first attempt equals that for doing harm. Similarly, suppose that the sanction for an abandoned attempt is, say, 5 years of imprisonment and is thus lower than the 10-year sanction for a complete attempt or for doing harm. Then a person who has begun

\(^{30}\) Suppose that, if $A_1$ is the act, the likelihood of death is .25, and that, if $A_2$ is the act, the likelihood of death is .75. Suppose that our prior belief is that each act, $A_1$ or $A_2$, is as likely to be committed as the other. If the intended victim dies, however, the posterior probability that $A_2$ was the act is higher than .50; by Bayes's rule, the posterior probability is (.50)(.75)/[(.50)(.75) + (.50)(.25)] = .375/.50 = .75.

\(^{31}\) In formal terms, if $A$ is an act and the court possesses complete knowledge of the act, the court will know whether the act will cause harm under every conceivable state of nature $S$, and the probabilities of the $S_i$. Thus, the court will know the expected harm and be able to determine the optimal sanction. Whether harm actually occurs, and what the actual state of nature $S_i$ turns out to be, will thus not affect the sanction the court should impose.

\(^{32}\) This argument is attributable to Cesare Bonesana Beccaria, An Essay on Crimes and Punishments ch. 37 (1st ed. 1767), which reads at 153, "as there may be an interval of time between the attempt and the execution, it is proper to reserve the greater punishment for the actual commission, that even after the attempt there may be a motive for desisting."

\(^{33}\) Notice that this requires that the court be able to distinguish between a single attempt and a repeated attempt.
sanctions for violating safety regulations and focus on the critical difference between tort law and criminal law: in the former, but not the latter, there must ordinarily be harm before sanctions are imposed.

The difference makes basic sense from the standpoint of the theory of deterrence. For acts in the core area of criminal law, the likelihood of apprehending those who do harm is low, often substantially less than one half.\textsuperscript{34} If punishment were restricted to those who actually did harm, deterrence would be inadequate. Society really does need to take advantage of the opportunity to punish those who commit attempts. For acts in the core area of unintentional torts, the identity of those who do harm is far easier to establish. The likelihood of a tort action (or the threat of it and payment in settlement) is generally significantly greater than criminal prosecution. Consequently, the level of deterrence in the tort context should often be tolerably good even though liability is restricted to those occasions when harm actually occurs. It does not seem that there is a need in the area of tort comparable to that in the area of criminal law to increase deterrence by punishing acts that do not do harm.

Safety regulation provides further confirmation of the deterrence theory, precisely because this regulation seems to be employed where tort liability probably would not deter adequately.\textsuperscript{35} It is used to overcome judgment-proof problems that dilute the threat of liability (consider harms due to fires or explosions). Similarly, regulation is often used when difficulty in establishing causation frustrates tort recovery or when the small size of separate claims precludes private damage actions (consider pollution and many environmental and health-related harms). Hence, safety regulation appears to be employed where it is needed to buttress deterrence and, thus, for the same reason that it is desirable to punish attempts under criminal law.

IV. COMMENT ON ATTEMPT AND OBJECTIVES OTHER THAN DETERRENCE

In this article, I have been concerned with the goal of deterrence. Of course, other social objectives also bear on the punishment of attempts, and, in closing, I would like to comment briefly on several of them: incapacitation, rehabilitation, and adherence to certain notions of fairness.

\textsuperscript{34} For example, according to the F.B.I. Uniform Crime Reports 152 (1982), the percentages of reported crimes resulting in arrest were as follows: for murder, 72 percent; for rape, 48 percent; for robbery, 24 percent; for burglary, 14 percent; for motor vehicle theft, 14 percent. Because many arrests do not result in conviction, and because many crimes are unreported, these percentages must be taken as upper bounds on the likelihood of punishment.

\textsuperscript{35} I develop this theme in Steven Shavell, Liability for Harm versus Regulation of Safety, 13 J. Legal Stud. 357 (1984).
Under the goal of incapacitation, society seeks to remove a person from the population if the future harm he would cause surpasses some threshold (which, for simplicity, may be taken to be the cost of incarceration).

36 Incapacitation thus offers an obvious justification for punishing attempts: committing an attempt will often be evidence of a person’s future propensity to do harm. The theory of incapacitation does not, however, imply that the sanction for an attempt should be less than that for the doing of harm, even if the future dangerousness of a person who commits only an attempt is less than the future dangerousness of a person who does harm. This conclusion holds under the theory because, peculiarly, the optimal magnitude of sanctions does not rise in a continuous fashion with the future dangerousness of a person. Rather, if the future dangerousness of a person exceeds the threshold at which imprisonment becomes advantageous, then the person should be imprisoned until the time at which he would, if freed, no longer constitute a threat to society. This point of time is not connected in a necessary way to the dangerousness of the person’s original act. Hence, although incapacitation supplies, as does deterrence, a reason for punishing attempts, it does not offer clear reason for punishing attempts less severely than acts that result in harm.

The goal of rehabilitation, if achievable during incarceration, also justifies sanctions for attempts because commission of an attempt may signal future dangerousness warranting rehabilitation. The need for rehabilitation, unlike the need for incapacitation, is presumably continuously related to the dangerousness of an individual. Hence, under the goal of rehabilitation, it seems that a person should be subjected to a less severe sanction for an attempt if it furnishes less evidence of dangerousness than does an act that results in harm.

A conception of fairness often invoked in relation to attempts is that punishment should be determined entirely by the quality of a person’s act. The consequences of the act, being a product of fortuitous factors, should not matter. Accordingly, an attempt ought to be punished if it were an act with the qualities making punishment appropriate—if it were a sufficiently “bad” act. Further, an attempt ought to be punished in the same way as an identical act that turned out to cause harm. If, however, the court lacks information about the nature of the attempt, perhaps because it was incomplete, then the attempt may be punished less severely than an act that does harm because the court does not know how deserving of punishment the act is. Thus, the prescriptions for punishment resemble, in broad form, those following from deterrence theory. Another notion of fairness is associated with satisfying demands for retribution, which are typically strongest when harm has been done. This notion of fairness argues against punishing attempts as severely as acts that do harm.

It appears, then, that the various goals of criminal law lead to recommendations for the punishment of attempts that are generally, although only roughly, congruent with one another.

APPENDIX

FORMAL ANALYSIS OF MODEL OF ATTEMPTS

Risk-neutral individuals choose whether to commit acts that may result in harm with a probability. If an individual commits such an act, he will obtain a benefit, and he will suffer a sanction with a probability that depends on whether he causes harm or does not cause harm, that is, whether he commits only an attempt. These probabilities of the imposition of sanctions are a function of enforcement effort. Sanctions are assumed to be monetary, but the case of nonmonetary sanctions is sketched.

Specifically, I define the following notation:

\[
\begin{align*}
  b &= \text{benefit from committing an act};^{{37}} b \geq 0; \\
  f(b) &= \text{probability density of } b; f \text{ is continuous and positive on } [0, \infty); \\
  q &= \text{probability that an act will result in harm}; \\
  g(q) &= \text{probability density of } q; g \text{ is continuous and positive on } [0, 1]; \\
  h &= \text{magnitude of the single level of harm in which an act may result}; h \geq 0; \\
  r(h) &= \text{probability density of } h; r \text{ is continuous and positive on } [0, \infty); \\
  c &= \text{enforcement effort}; c \geq 0; \\
  p_1(c) &= \text{probability that an individual is penalized, conditional on his not causing harm—committing only an attempt}; p_1(0) = 0; p_1(c) > 0; \\
  s_1 &= \text{sanction for an attempt}; s_1 \geq 0; \\
  p_2(c) &= \text{probability that an individual is penalized, conditional on his committing an act and causing harm}; p_2(0) = 0; p_2(c) > 0; \\
  s_2 &= \text{sanction for committing an act and causing harm}; s_2 \geq 0; \text{ and} \\
  w &= \text{an individual’s wealth}; w > 0.
\end{align*}
\]

Each individual is faced with the choice of committing or not committing one type of potentially harmful act; thus, an individual is identified by a benefit \(b\), a probability of doing harm \(q\), and a potential harm \(h\). The distributions of \(b, q,\) and \(h\) over the population of individuals are assumed for simplicity to be independent.

Note, the single level of enforcement effort, \(c\), determines both \(p_1\) and \(p_2\). The justification is that much activity devoted to apprehension of individuals who do harm will also enable apprehension of those who commit attempts (conversely as well); the importance of this assumption is discussed in remark 2 following proposition 1. In addition, the same probabilities \(p_1\) are assumed to apply with regard to commission of acts with different \(h\). The justification for the assumption is similar.


37 The benefit could be interpreted as an expected benefit.
to that just mentioned—that much activity devoted to enforcement will result in
detection of a whole range of violations; the significance of this assumption is
discussed in remark 3 following proposition 1. For ease, \( p_l \) will often be written
without argument \( c \).

Because a sanction cannot be higher than an individual’s wealth,
\[
s_i \leq w. \tag{A1}
\]

The sanctions are functions of what courts are able to observe. We now con-
template two cases, where courts are able to observe \( g \) and \( h \) and where they are
unable to observe \( q \).

I. COURTS’ INFORMATION IS PERFECT

Suppose here that courts are able to observe \( q \) and \( h \) both for attempts and for
acts that result in harm; hence, \( s_i = s_i(q, h) \). Individuals are assumed to know \( q \)
and \( h \). The expected sanction faced by an individual who commits an act of type
\( (q, h) \) is
\[
z(q, h) = (1 - q)p_is_i(q, h) + qp_2s_2(q, h). \tag{A2}
\]

An individual will commit an act if and only if\(^38\)
\[
b \geq z(q, h). \tag{A3}
\]

Note that there is a maximal expected sanction. Let \( \bar{z} \) be the maximal expected
sanction; thus,
\[
\bar{z} = (1 - q)p_iw + qp_2w. \tag{A4}
\]

Social welfare is the sum of benefits individuals obtain from committing acts
less the harm done and enforcement effort,
\[
\int_0^w \left[ \int_0^w \sum_{q, h} \bar{z}(q, h) f(b) db \right] g(q) dq dh - c. \tag{A5}
\]

The social problem is to choose schedules of sanctions \( s_i(q, h) \) and enforcement
effort \( c \) to maximize (A5), where \( z(q, h) \) is determined by (A2). Denote by \( * \) the
optimal levels of the variables, and assume that \( c^* \) and, thus, \( p_i^* = p_i(c^*) \) are
positive (otherwise the social problem is without interest). I then have proposition
1.

**Proposition 1.** Assume that courts can obtain perfect information about the
probability \( q \) and the potential harm \( h \) both for attempts and for acts that cause
harm. Then the optimal system of sanctions has the following properties.

\( a \) Attempts are penalized when the expected harm \( qh \) exceeds a threshold
equal to \( qp_2w^* \). If the expected harm exceeds a further threshold equal to \( (1 - q)p_i^*w + qp_2w^* \), both attempts and acts resulting in harm are penalized, and with
the maximal sanction.

\( b \) The sanctions for attempts and for acts resulting in harm are not uniquely
determined, except in the region where both are maximal; only the expected
sanction is uniquely determined.

\( c \) The expected sanction equals the expected harm when this is feasible.

**Remarks.** 1. Figure 2 illustrates proposition 1. The explanation for the propo-

\(^{38}\) I adopt the convention that, if \( b = z(q, h) \), an individual will commit an act.

---

**Figure 2.**—Optimal sanctions when courts possess perfect information

---

\(^{39}\) It is plausible that the \( p_i \) is positive when enforcement effort is zero since some attempts
and some instances of harm will be observed by private citizens and reported.

Proof. The argument is made in two steps.

i) \( s^*(q, h) = \bar{q}h \) when this is possible, that is, when \( qh \leq \bar{z} = 1 - q \rho \bar{p} \bar{w} + q \rho \bar{p} \bar{w} \), or equivalently, when \( qh \leq \bar{z}/q = 1 - q \rho \bar{p} \bar{w}/q + q \rho \bar{w}/q \); otherwise \( s^*(q, h) = \bar{z} \). Given the \( p^* \), the social problem for any \( q \) and \( h \) is to maximize over the \( s(q, h) \), and thus over \( z(q, h) \), the quantity

\[
\int_{z(q, h)}^{\infty} (b - qh)f(b)db.
\]

(A6)

It is convenient to treat \( z \) as the control variable. The derivative of (A6) with respect to \( z \) is

\[
(qh - z)f(z).
\]

(A7)

which is positive when \( z < qh \), zero at \( z = qh \), and negative for larger \( z \). Hence, (A6) is maximized at \( z = qh \), so this must hold if possible, that is, if \( qh \leq \bar{z} \); otherwise, (A6) is maximized at \( z = \bar{z} \).

ii) For \( h \) in \([0, p^w \bar{z}^w], s^*(q, h) = 0 \) is possible (as is \( s^*(q, h) > 0 \)); \( s^*(q, h) \) is not uniquely determined. For \( h \) in \([p^w \bar{z}^w, \bar{z}/q], s^*(q, h) > 0 \) (yet \( s^*(q, h) \) is not uniquely determined). For \( h \) exceeding \( \bar{z}/q, s^*(q, h) = w \); from step i we know that, for \( h \) in \([0, p^w \bar{z}^w], z^*(q, h) = qh \), but this can be achieved with \( s_1 = 0 \), since \( qh < q \rho \bar{p} \bar{w} \) in the interval. Similarly, we know that, for \( h \) in \([p^w \bar{z}^w, \bar{z}/q], z^*(q, h) = qh \). But if \( s_1(q, h) = 0 \), then \( z^*(q, h) = qh \); \( s_1(q, h) = q \rho \bar{w} \); \( z^*(q, h) = qh \). The principal of \( s^*(q, h) \), must be positive in the interval. Finally, for larger \( h \), we know from remark i that \( z^*(q, h) = \bar{z} \) and, hence, that \( s^*(q, h) = s^*(q, h) = w \). Q.E.D.

Optimal probabilities. Using the proposition, the optimal choice of enforcement effort may be described. In view of the proposition, social welfare (A5) may be expressed as

\[
\int_{0}^{\bar{z}/q} \int_{0}^{\infty} (b - qh)f(b)db \bar{q}dbh(q) - c.
\]

(A8)

where, note, \( \bar{z} = 1 - q \rho \bar{p} \bar{w} + q \rho \bar{w} \) depends on the \( p \); and, thus, on \( c \). The first term in (A8) is associated with the region of \( h \) over which deterrence is perfect, and the second term is associated with the region of \( h \) over which deterrence is insufficient. Setting the derivative of (A8) with respect to \( c \) equal to zero, we obtain the first-order condition determining \( c^* \),

\[
\int_{0}^{\bar{z}/q} \bar{z}(c)f(\bar{z}(c))(qh - \bar{z})rh(q)dh(q) = 1,
\]

(A9)

which says that the marginal benefits of extra deterrence over the region where there is underdeterrence equal the marginal cost of raising enforcement effort, that is, unity. (Because the sanction is maximal in the region with underdeterrence, deterrence can be enhanced only by raising the likelihood of sanctions.)

Nonmonetary sanctions. In the case where sanctions are nonmonetary, \( w \) will be interpreted as the maximum possible nonmonetary sanction, so that equation

\[
41 The first-order condition determining \( c^* \) in the case below, when \( q \) cannot be observed for attempts, is similar and will not be stated.

42 What has just been shown is that \( z = 0 \) is a local maximum of (A10); \( z = 0 \) can also be shown to be a global maximum using essentially the argument given in Shavell, supra note 40.

43 The first-order condition is of the form \( W(z, h) = 0 \). Implicitly differentiating with respect to \( h \), we obtain \( W \bar{z} + W_h = 0 \), so that \( z' = -W_h/W_z \). But \( W_z < 0 \), for this is the second-order condition for \( z \) to maximize \( W \). Hence, the sign of \( z' \) equals that of \( W_h \).

44 The details may be obtained from a closely related argument given in the proof of proposition 2b in Shavell, supra note 40.

45 The first two parts of the proposition can again be shown to hold using two steps analogous to the ones in the above proof: (i) \( z^*(q, h) = 0 \) for all \( h \) sufficiently small; \( z^*(q, h) \) is positive for some \( h \); if \( z^*(q, h) \) is positive and less than \( \bar{z} \), then \( z^*(q, h) \) is determined by the first-order condition that (A11) below is zero, and \( z^*(q, h) \) increases with \( h \); \( z^*(q, h) = \bar{z} \) for all \( h \) sufficiently high: given the \( p^* \), the social problem for any \( q \) and \( h \) is to maximize over \( z(q, h) \) the quantity

\[
\int_{z(q, h)}^{\infty} (b - qh - \sigma z)f(b)db \bar{q}dh(q) - c.
\]

(A5')

the first two parts of the proposition can again be shown to hold using two steps analogous to the ones in the above proof: (i) \( z^*(q, h) = 0 \) for all \( h \) sufficiently small; \( z^*(q, h) \) is positive for some \( h \); if \( z^*(q, h) \) is positive and less than \( \bar{z} \), then \( z^*(q, h) \) is determined by the first-order condition that (A11) below is zero, and \( z^*(q, h) \) increases with \( h \); \( z^*(q, h) = \bar{z} \) for all \( h \) sufficiently high: given the \( p^* \), the social problem for any \( q \) and \( h \) is to maximize over \( z(q, h) \) the quantity

\[
\int_{z(q, h)}^{\infty} (b - qh - \sigma z)f(b)db \bar{q}dh(q) - c.
\]

(A10)

the derivative with respect to \( q \) of which is

\[
(qh + \sigma z - \sigma z)f(z) - \sigma(1 - F(z)).
\]

(A11)

where \( F \) is the cumulative distribution function of \( f \). When \( z = 0 \), (A11) equals \( qh(0) - \sigma z \). Thus, for all \( h \) sufficiently small, (A11) is negative, and \( z = 0 \) is the optimal \( z \). Also, since \( qh(0) - \sigma z \) is positive for \( h \) sufficiently large, a positive \( z \) is optimal for all \( h \) sufficiently large. If \( z \) is an interior optimum, then it is determined by setting (A11) equal to zero. Since the partial derivative of (A11) with respect to \( h \) is \( qh(z) > 0 \), \( qh^*(h) > 0 \). It may be shown that \( z^*(q, h) = \bar{z} \) for all \( h \) sufficiently high. A sketch of the argument is that, since \( z^*(q, h) \) must rise with \( h \) once it becomes positive, it must tend to a limit, and this limit must be \( \bar{z} \). If \( z^*(q, h) \) does not equal \( \bar{z} \) for all \( h \) beyond some point, the first-order condition that (A11) is zero must hold, but this cannot be. It is not uniquely determined; \( s_1(q, h) = \bar{z} \) for all \( h \); By (i), we know that \( z^*(q, h) = \bar{z} \) is at first zero and then rises monotonically to \( \bar{z} \). Hence, we know that \( s_1(q, h) \) must be positive but is not uniquely determined. In the region of \( h \) where \( z^*(q, h) = \bar{z} \), \( s_1(q, h) \) and \( s^*(q, h) \) both equal \( \bar{z} \).

II. COURTS' INFORMATION IS IMPERFECT

Assume now that courts cannot tell what the likelihood of harm \( q \) was when an attempt was committed or when harm was done, but that courts are able to determine the magnitude of the potential harm \( h \). Thus, the assumption is that \( q_i \)
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Figure 3.—Optimal sanctions when courts lack information about the probability of harm \( s(h) \). Hence, the expected sanction is given by

\[
z(h) = (1 - q)p_1s_1(h) + qp_2s_2(h),
\]

(A2')

and social welfare is given by the expression (A5), with \( z(h) \) replacing \( z(q, h) \). I will demonstrate proposition 2.

**Proposition 2.** Assume that courts cannot determine the probability of harm \( q \) but do know the magnitude of the potential harm \( h \). Then the optimal system of sanctions has the following properties.

- **a)** The sanction for attempts is zero as long as the potential harm is below a threshold (equal to \( p_2w \)). At this threshold, the sanction for causing harm first becomes maximal. Beyond the threshold, the sanction for attempts rises with the magnitude of potential harm, until it equals the maximal level.

- **b)** The sanction for causing harm rises with the magnitude of potential harm (it equals \( h/p_2 \)) until it attains the maximal level, and then it remains at this level.

- **c)** Sanctions for attempts and for causing harm are uniquely determined.

- **d)** The expected sanction equals the expected harm in the region where attempts are not punished. In the region where attempts are punished, the expected sanction exceeds the expected harm when the probability of harm is low and is less than the expected harm when the probability of harm is high.

**Remarks.** 1. The proposition is illustrated in Figure 3 and is explained as in the text. It is best for the expected sanction for an act of type \((q, h)\) to be \( qh \), but the court cannot observe \( q \). Imposing a sanction for harm, \( s_1 \), helps to accomplish making the expected sanction equal to \( qh \) since the higher \( q \) is, the higher the likelihood is that harm will occur and that \( s_2 \) will be suffered. This is why \( s_2 \) alone is positive over a range of \( h \). However, when \( h \) is sufficiently large, making the sanction for \( s_2 \) positive is not enough to create adequate deterrence, so it becomes optimal to make \( s_1 \) positive as well, even though this means that acts with low \( q \) will face an expected sanction greater than \( qh \).

2. In a more general model than the one considered, courts may obtain some information about \( q \). In such a model, one supposes that courts would use that information and would raise the sanction the higher \( q \) appeared to be, so that the expected sanction could more nearly approximate \( qh \).

**Proof.** The argument is made in several steps.

- i) \( s_1(h) = 0 \) and \( s_2(h) = h/p_2 \) for \( h \leq p_2w \): for any \( h \), the problem is to choose the \( s_1(h) \) to maximize

\[
\int_0^\infty (b - qh)f(b)dbg(q)dq.
\]

(A12)

It is clear that the first-best outcome would be achieved if, for every \( q \), \( z(h) = qh \). Now, by (A2'), \( z(h) = (1 - q)p_1s_1(h) + qp_2s_2(h) \). Hence, if \( s_1(h) = 0 \) and \( p_2s_2(h) = h \), then \( z(h) = qh \) for every \( q \). For \( p_2s_2(h) \) to equal \( h \), we must have \( s_2(h) = h/p_2 \), which is feasible when and only when \( h/p_2 \leq w \) or, equivalently, when and only when \( h \leq p_2w \). Also, note that the only way that, in this region, \( z(h) = qh \) for all \( q \) is that \( s_1 \) be as claimed. For \((1 - q)p_1s_1(h) + qp_2s_2(h) = qh \) implies that \( p_2s_2(h) = [q/(1 - q)][h - p_2s_2(h)] \). This can hold identically in \( q \) only if both \( s_1 \) and \( h - p_2s_2 \) are zero.

- ii) \( s_2(h) = w \) for \( h > p_2w \): consider Figures 4 and 5, which show the expected sanction \( z(h) \) as a function of \( q \) in two cases. In the first, \( s_1 = 0 \), so that the graph of \( z(h) \) is as in Figure 4. Note that \( p_2s_2 \), the intercept of \( z(h) \) with the line \( q = 1 \), must lie below \( h \) since \( p_2w < h \). It is clearly social welfare enhancing for the graph to rotate upward about the origin since, then, for every \( q \) there will be less underdeterrence. Hence, the intercept with the line \( q = 1 \) should be as high as possible, namely, equal to \( p_2s_2 \). But this means that \( s_2 = w \).
In the other case, $s_1 > 0$, and the graph of $z(h)$ is as shown in Figure 5. Here it is desirable for the graph to rotate upward about the point $\alpha$ of intersection with the line $q\alpha h$, for then there is less overdeterrence to the left of $\alpha'$ and less underdeterrence to the right of $\alpha'$. But this corresponds to increasing $s_2$ and should be done as long as possible, that is, until $s_2 = w$.

iii) $s(h) > 0$ for $h > p_2 w$, and $s(h)$ increases with $h$ in this region until it attains the maximal level $w$: since in the region of $h$ under consideration, $s_2 = w$, $s_1$ must maximize (A12), where $z(h) = (1 - q)p_1 s_1 + q p_2 w$. The derivative of (A12) with respect to $s_1$ is

$$\int_0^1 (1 - q)p_1 \{qh - [(1 - q)p_1 s_1 + q p_2 w]\} f((1 - q)p_1 s_1 + q p_2 w) g(q) dq. \quad \text{(A13)}$$

Now (A13) is positive at $s_1 = 0$, for then the integrand equals $(1 - q)p_1 q(h - p_2 w) f(q p_2 w) g(q) > 0$ since $h > p_2 w$. Hence, $s^*_{1}$ is positive. Moreover, when $s^*_{1}$ is an interior solution, determined by the condition that (A13) is zero, the sign of $s^*_{1}'(h)$ is equal to the sign of the partial derivative of (A13) with respect to $h$, which is the integral of $(1 - q)p_1 q f((1 - q)p_1 s_1 + q p_2 w) g(q)$, which is positive. Hence, as claimed, $s^*_{1}(h)$ rises with $h$ when it is less than $w$. Q.E.D.

Nonmonetary sanctions. If sanctions are nonmonetary, then one suspects that the optimal sanction for an attempt will often be less than that for doing harm, by essentially the reasoning given in the above proof. Namely, this will create an expected sanction that rises with $q$. However, I have been unable to find simple, sufficient conditions under which this can be proved.