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We show that efficient exchange obtains independently of the degree to which a legal system protects the rights of owners. We study a number of different legal rules, including property rules (strong protection), liability rules (any party can take the owner's asset but must pay a legally-determined compensation), and even rules that protect the owner's interests very weakly (liability rules with a very low compensation level). Efficiency is obtained as long as the degree of protection provided by law and by the bargaining protocol is not "too" inversely correlated with a party's valuation of the asset.

A pharmaceutical company holds a patent on its branded drug. A "generic" drug maker seeks to enter the market with a competing drug. If the pharmaceutical company enjoyed strong ownership rights over its patented product, it could sue the generic firm and obtain an injunction that would prevent the competitor from entering the market. But what if the pharmaceutical company has only weak ownership rights? What if the generic firm can challenge the pharmaceutical company's patent and argue that it was erroneously issued (an argument that

[^0]has a substantial probability of prevailing in court)? Or what if the generic firm knows that, even if it is found to be infringing on the pharmaceutical company's patent, it would only be required to pay a relatively small amount of damages? What would the pharmaceutical company do then? How would it respond to the generic firm's threat to enter the market? The pharmaceutical company may try to pay the generic firm to prevent it from entering the market (or to delay such entry). Such payments, known as "reverse payment settlements," are a very common response to this very common problem (Hemphill and Sampat 2013). The following table reports some significant "pay for delay" deals.

Some pay for delay deals

| Prescription drug | Year of deal | Annual sales before generic | Length of delay |
| :--- | :--- | :--- | :--- |
| Lipitor (Pfizer) | 2008 | 7.4 bn | 1.7 years |
| Nexium (AstraZeneca) | 2008 | 5.6 bn | 6.1 years |
| Propecia (Merck) | 2006 | 142 mn | 7 years |
| Zantac (GlaxoSmithKline) | 1995 | 2.9 bn | 2 years |
| Source: "Top Twenty Pay-For-Delay Drugs," a report published by U.S. PIRG and Commu- |  |  |  |
| nity Catalyst. July 2013. http://www.uspirg.org/reports/usp/top-twenty-pay-delay-drugs |  |  |  |

In this real-world example, the owner of an asset has a weak property right and, as a result, another party can credibly threaten to take the owner's asset. The taker might accept a bribe and refrain from taking the asset, or make good on its threat and take the asset. Are such threats, takings and bribes detrimental to efficiency?

This paper shows that under relatively mild assumptions strong ownership rights are not necessary for exchange efficiency. We study an exchange economy in which an agent may temporarily possess a good, and during this time enjoy the benefits of consumption. But the good may be taken away without the agent's consent. If the good is taken by another agent the first, dispossessed
agent receives a court-ordered monetary compensation $D$ (damages), which may be much lower than the value of the object to the dispossessed agent. This is a relatively weak form of protection. This type of entitlement protection is called "liability rule" protection in legal parlance. The strong form of ownership rights assumed in most economic models obtains by setting $D=\infty$, and it is sometimes referred to as "property rule" protection.

In this setup, the law and economics literature holds that decentralized trading might fail to secure exchange-efficiency. The argument is the following. Suppose $D$ is low, and so ownership rights are weakly protected. Under this liability rule, an agent with value $u_{j}>D$ will find it profitable to pay damages and take the object from its current possessor, even if the latter values the object at $u_{i}>u_{j}$. This inefficiency, however, is resolved if the possessor can "bribe" the taker into giving up the right to take (paying the taker $u_{j}-D+\varepsilon$ will suffice). That is, in a two-person economy efficiency prevails. The alleged difficulty arises under multi-party decentralized trading, where many agents can take, or threaten to take, the asset. Quoting from the seminal paper in this literature:
"Consider the situation of an owner and a particular taker who values the car less highly than does the owner (but above the level of damages). The owner would like to bargain with the taker and pay him not to take the car. However, it would be irrational for the owner to pay this taker not to take the car, and then another and another. Therefore, the potential taker will tend to take the car even though the owner values it more highly. The general point, in other words, is that when courts err and set damages too low, bargaining by owners will be effectively infeasible, and socially undesirable takings will occur." (Kaplow and Shavell 1996, pp. 765-66)

By this account, liability rules are inefficient in a decentralized economy, despite the efficiency-enhancing properties of bilateral contracting. This argument is seen
as an efficiency rationale for strong ownership rights as the best way to protect entitlements in a large economy.

In this paper we show that this reasoning is incomplete, and that efficiency does in fact prevail even under decentralized contracting. The conventional argument against liability rules fails to account for the recursive nature of the problem: the first taker is also herself subject to taking by the second taker. The second taker, in turn, is subject to taking by the third taker, and so on. Once this effect is properly accounted for, we show that the incentives to take are reduced to the point where there is an efficient equilibrium. In other words, we show that exchange efficiency obtains regardless of the degree of ownership rights protection. (Kaplow and Shavell, in a footnote, acknowledge that the first taker's incentive to take should be weaker, if the first taker expects to be himself subject to a taking by the second taker. See Kaplow and Shavell (1996), p. 766, note 167.) ${ }^{1}$

Importantly, our claim is not that efficiency always prevails. Rather, we show that strong ownership rights are neither a necessary nor sufficient condition for exchange efficiency. Efficiency obtains as long as a relatively mild monotonicity condition holds. In particular, efficiency is based on a series of bilateral bargains between owners and takers. Exchange efficiency requires that, in these bilateral bargains, parties with a higher valuation of the asset will not be systematically disadvantaged as compared to parties with a lower valuation. For instance, owners with a high valuation cannot receive much lower damages, when their asset is taken, than owners with a low valuation. Similarly, the bargaining protocol cannot give much more bargaining power to parties with a lower valuation of the asset, relative to parties with a higher valuation. And, to take a third example, efficiency will not obtain if owners with a higher valuation are much more susceptible to a taking, relative to owners with a lower valuation. It is this monotonicity condition, not the strength of ownership rights, that determines

[^1]whether exchange-efficiency obtains in an economy.
The remainder of the paper proceeds as follows. Section I shows that liability rules are very common in the law, suggesting that our model, despite being very stylized, is more than an abstract exercise. Section II summarizes the relevant literature. Section III presents a motivating example. Section IV introduces our general framework of analysis. Section V presents our solution concept. Section VI proves that an efficient equilibrium exists under a large class of legal rules, including both property rules and liability rules. Section VII interprets the monotonic selection condition, a condition which is necessary to obtain efficiency. Section VIII shows that an efficient equilibrium can be implemented through a standard non-cooperative bargaining game. Section IX turns from exchange efficiency to investment efficiency. It may be thought that property rule protection is necessary for investment efficiency, and that a strong investment efficiency concern trumps any concern about exchange efficiency. We show that either property rules or liability rules can provide better incentives to invest. The choice between property rules and liability rules should be based on both exchange efficiency considerations and investment efficiency considerations. Section X discussess the robustness of our result and considers several extensions. Section XI concludes.

## I. Non-Voluntary Exchange in the Legal System

This paper studies liability rules as an alternative to property rules. The purpose of this section is to demonstrate the prevalence of liability rules, and consequently of non-voluntary exchange, in real-world legal systems. We do not claim that the non-voluntary exchange permitted by these legal systems is perfectly analogous to the problem of sequential takings - of a car, as in the Introduction, or a similar asset - that we model in this paper.

Liability rules are very common in the law. Most forms of interference with ownership rights that fall short of dispossessing the owner are protetcted by
liability rules. For example, the right to enjoy one's asset free of pollution and other nuisances is often afforded only liability rule protection. The government, through its eminent domain power, can even disposses an owner, as long as it pays compensation; the owner's entitlement thus enjoys only liability rule protection. Contractual rights are also commonly protetcted by liability rules. See Kaplow and Shavell (1996).

In the increasingly important domain of intellectual property, liability rule protetction is even more common. Copyright law includes eight different compulsory licensing regimes, which are prime examples of liability rules. For instance, under Section 114 of the Copyright Act, webcasters (online radio stations) can publicly perform songs without obtaining prior consent from the song's creator, as long as they pay the statutory fee (currently about 20 cents for every listener that the webcaster has). And under Section 115 of the Copyright Act, if a song has been released, anyone can make, and sell, a cover version, i.e., re-record the song with another performing artist, as long as they pay the copyright owner the statutory fee (currently about 10 cents per copy sold). The fair use doctrine, which excuses certain copyright infringements, can also be viewed as establishing a liability rule, with zero damages. Patent law also includes compolsory licensing provisions, forcing the holder of patent A to grant a license to a holder of patent B whose invention cannot be used without violation of patent A. More generally, the Supreme Court, in a recent decision, emphasized that the injunction remedy - or property rule protection - is discretionary in the Intellectual Property domain, and noted categories of cases where liability rule protection may be more appropriate. ${ }^{2}$

Privacy law and data protection law provide another case on point. Lawmakers in the U.S. and in Europe have been debating how to protect the privacy

[^2]of personal information, especially information generated by online commerce. Should the customer be afforded strong ownership rights over this information or should merchants and other internet-based service providers be able to freely use the information? Currently, rights over private information are only weakly protected in the U.S. and more strongly protected in the E.U.. But the debate on both sides of the Atlantic - continues. See, e.g., Solove and Schwartz (2013).
These examples make the point that liability rules, and weakly protected ownership rights more generally, are ubiquitous. The main difference between many of these applications, specifically the intellectual property and private information applications, and our model is that we assume a fully rival asset (like the car in the Introduction), while assets that are subject to intellectual property or privacy protection are only partly rival: an idea or technical innovation can be utilized by many agents simultaneously. However, ideas and technical innovations are, to some degree, rival. If a competitor uses my idea to produce a substitute for my product, then my market share will go down. In this sense, there is rivalry in the revenue from ideas too. Therefore, while the fit is not perfect, we believe that our model may also be useful in thinking about intellectual property rights.

## II. Related Literature

The identification of property rules $(D=\infty)$ and liability rules (smaller $D$ ) as the two common legal approaches to the protection of entitlements harkens back to the seminal article by Calabresi and Melamed (1972). Subsequent contributions set-out to delineate the efficiency properties of property rules and liability rules. See, e.g., Ayres and Talley (1995), Kaplow and Shavell (1995, 1996), Bebchuk (2001) and Bar-Gill and Bebchuk (2010).

Our main finding, the exchange efficiency result, belongs to the literature on competitive equilibrium and its variants, rather than the literature on contracts and the Coase theorem. The reason the Coase theorem does not apply in our
framework is that all relevant parties cannot get together and enter into a contract, or a grand bargain. That being said, it is possible to view our efficiency result as an extension, or reinterpretation, of the Coase theorem: Exchange efficiency obtains through a sequence of bilateral bargains, and so we need not insist on a single, multilateral grand bargain. It is important to emphasize, however, that, unlike the Coase theorem, our efficiency result depends on a monotonicity condition, in addition to the standard zero transaction cost condition. Or, put differently, when an exchange economy is characterized by a sequence of bilateral bargains, rather than a single grand bargain, this imposes a special kind of transaction cost. ${ }^{3}$

The existence of only weak ownership rights has been studied in the innovation context, where the asset that is only weakly protetcted, if at all, is information. The focus of this literature has been to identify strategies for extracting value in the absence of ownership rights. See, e.g., Anton and Yao (1994, 2002). This literature has also considered the choices of an employee who discovers an innovation for which the law does not grant ownership rights and must choose between keeping the innovation private or disclosing the innovation to the employer. See, e.g., Anton and Yao (1995); Baccara and Razin (2006).

In the innovation context, the paper most closely related to ours is Biais and Perotti (2008). They consider an enterpreneur who needs the help of two independent experts to assess the viability of her idea on two separate dimensions. Since the idea is not legally protected ( $D=0$ in our framework), the concern is that the expert might steal the idea that he is asked to evaluate. The first expert, however, understands that, if he steals the idea, he would need to obtain the help of the second expert (to evaluate the viability of the idea on the second dimension), and that this second expert might steal the idea. Biais and

[^3]Perotti show that this concern about theft by the second expert reduces the first expert's incentive to steal the idea from the entrepreneur. This core idea - that theft would be less attractive if the first thief can be expropriated by a second thief - plays an important role in our recursive takings framework. Our analysis, however, differs from Biais and Perotti (2008) on several dimensions: First, while Biais and Perotti focus on innovation and the stealing of ideas, we focus on the taking of a more general class of assets. Second, the Biais and Perotti framework is very different from ours. They adopt a principal-agent framework (where the entrepreneur is the principal and the experts are the agents), while we study an exchange economy in the vein of the competitive equilibrium literature. Third, Biais and Perotti assume the existence of only two potential thieves, whereas we allow for any number of periods and any number of takers. Fourth, we generalize beyond the Biais and Perotti framework, which assumes no legal protection, and study a continuum of legal rules - from a zero protection rule to strong property rule protetction. Finally, while Biais and Perotti emphasize the inefficiency caused by the potential theft of the idea, we prove that, under relatively mild conditions, efficiency obtains despite the threat of a taking.

Another related set of papers is Piccione and Rubinstein $(2004,2007)$ who study economies in which the stronger may take from the weaker. We interpret Piccione and Rubinstein's research agenda as inquiring into resource allocations in a weak state, a state in which entitlements are defended by force and agents differ in the force they have. Compared to their setting we allow for a better-ordered society, where ownership rules can apply equally (though weakly, perhaps) to every agent. As a result, we can employ a stronger notion of efficiency. Piccione and Rubinstein (2004, 2007) use Pareto efficiency and thus consider it optimal for one agent (the strongest) to get all the resources in the economy, even if his valuations are lower than those of some other agent. According to our efficiency criterion, such an allocation would not be optimal. Our notion of efficiency requires that the goods be, at any point in time, in the hands of those who value them most. In this sense,
our efficiency result is stronger than Piccione and Rubinstein's, but it requires the machinery of a well-functioning state (enforcement of damages awards and side contracts among agents).

There are a number of other studies interested in the possibility of efficient outcomes without enforceable property rights. The most germane, perhaps, is Muthoo (2004) which examines a repeated game between two players each of whom can, in each period, fight to steal the other's output. Muthoo demonstrates that, even if no formal enforcement of property rights exists, nevertheless the absence of fight can be sustained in equilibrium through the prospect of a reversion to future fight between the two players. Absence of fight can be interpreted as an "incentive compatible property right." In Section 5 Muthoo shows that such cooperative outcomes are easier to sustain in the presence of (nonenforceable) transfers. One difference with our paper is that in Muthoo's model inefficient taking is prevented through a reversion to an inefficient Nash equilibrium; in our equilibrium, in contrast, there is no reversion in case of deviation - behavior is efficient even off the equilibrium path. Other papers in this vein are Hafer (2006), which examines a dynamic game of resource allocation through costly expropriation, and Jordan (2006) which is informative on the possibility of reaching efficiency in the shadow of expropriation.

Finally, our discussion of investment-efficiency of different rules for protecting entitlements (Section IX) draws heavily on the contract theory literature, which studies how the allocation of ownership rights affects incentives to make noncontractible investments (see, e.g., Hart 1995). Also tangentially related is the literature on the appropriability of investment in intellectual property and the optimal patent length. This literature sometimes argues that short patent lengths give sufficient incentives to invest in innovation (see, e.g., Boldrin and Levine 2002).

## III. Motivating Example: Efficiency Under Weak Ownership Rights

There are two periods, 1 and 2 , three agents, 0,1 , and 2 , and a single asset. The per-period use value of the asset is 10 for agent 0,8 for agent 1 , and 7 for agent 2. At the beginning of period 1 agent 0 owns the asset. Agent 1 shows up as a potential taker in period 1, and agent 2 shows up as a potential taker in period 2. At the beginning of each period, the asset can be taken from its owner in exchange for a payment of 3 (legal damages). Alternatively, the taker can be "bribed away" by the owner, that is, the taker can sell back his right to take in exchange for a monetary compensation. The taker has all the bargaining power vis-a-vis the owner.

This setup is designed to resemble the original Kaplow and Shavell car example from the Introduction. In our example agents 1 and 2 are not efficient owners of the asset; but they can take and pay "very low" damages (weak ownership rights), and moreover we give takers all the bargaining power. Despite our "stacking the deck" against the original (efficient) owner, an (efficient) no-taking equilibrium exists.

Bargaining in period 2. Agent 2 has all the bargaining power, and thus will extract all the surplus in the transaction. Since agent 2 can take the asset and leave the beginning-of-period owner with just 3 (damages), agent 2 can extract a bribe of 7 from agent 0 , or 5 from agent 1 , for going away, depending on which agent owns the asset at the beginning of period 2 . Under these conditions, agent 2 prefers to extract a bribe and go away rather than take the asset, because agent 2 obtains a minimum bribe of 5 , as compared to a gain of $7-3=4$ (agent 2 's use value minus damages) from taking.

The beginning-of-period owner, be it agent 1 or 0 , is left with a period- 2 value of 3 .

Bargaining in period 1. Agent 1 has all the bargaining power vis-a-vis agent 0 . Both agents have the same continuation value (3) in period 2 , if they are owners at the beginning of that period. How much can agent 1 extract, as
a bribe, to forgo his "right" to take and go away? If agent 0 remains the owner through period 1 he makes $10+3=13$ in lifetime profits. If agent 1 takes the asset then agent 0 gets 3 (damages). Therefore, agent 1 can extract a bribe of $13-3=10$ for going away. Under these conditions, agent 1 prefers to extract a bribe and go away rather than take the asset, because agent 1 gets a bribe of 10 , as compared to a gain of $(8-3)+3=8$ (period- 1 use value minus damages, plus period-2 value) from taking.
Efficiency. The equilibrium is efficient because the asset remains forever with the original owner, agent 0 . This is the case despite damages being "too low" and the taker having all the bargaining power. This suggests that the conventional argument, as presented in the Kaplow and Shavell quote (from the Introduction), must be revisited. However, one wants to be careful and not infer too much from an example. Would efficiency still obtain if we changed the bargaining protocol? Or if we relaxed the assumption that damages are constant over time and the same for all owners? To answer these questions, we turn to the general model.

## IV. The Model

## A. The Economy

Time runs discrete $t=1,2, \ldots T$. All parties discount the future at rate $\delta<1$. There is a single asset (a durable good) which is owned by party 0 at the beginning of period 1 . In each period $t$ a different potential taker shows up and a bargaining game takes place between the beginning-of-period owner and the potential taker which determines who owns the asset in that period. The party who is not the owner at the end of the period exits the game forever. Parties are indexed by the period in which they show up to take. Figure 1 represents the timing.

If party $i$ owns the asset at the end of a period she enjoys a per-period return


Figure 1. Timeline: in each period, a new taker shows up and bargains with the current OWNER.
equal to $u_{i}>0$ from owning the asset during that period. Party $i$ 's per-period return, $u_{i}$, is constant across periods. So, if party 1 owns the asset for three periods then her discounted value from owning the asset will be $u_{1}\left(1+\delta+\delta^{2}\right)$. The sequence $\left\{u_{i}\right\}_{i=0}^{T}$ of per-period returns, or use values, which encodes the order in which takers with different valuations show up, is a part of the model.

In the last period, $T$, there are two scenarios. Scenario 1: The world ends after period $T$ or, due to depreciation, the asset looses all value after period $T$; or Scenario 2: Takers appear for only $T$ periods, which means that whoever owns the asset in period $T$ gets to keep it forever after and enjoy the associated stream of benefits, discounted at the appropriate rate. Our analysis will cover both scenarios.

We denote the beginning-of-period owner by $i$ and the period $j$ taker by $j$. We adopt the notational convention that $i<j$. Therefore, when $i$ and $j$ meet, the first will necessarily be the owner, and the second will be the period $j$ taker. One of the two will, of course, be the owner in period $j+1$.

Next, we define how entitlements are protected in our model.

## B. The Law

Entitlements are protected by a "generalized liability rule," which we define as a rule that allows the taker to take the asset as long as he pays the previous
owner damages in the amount of $D_{j, i}$ (the taker enjoys a "right to take," if you will). ${ }^{4}$ We restrict damages so that if two players have the exact same valuation then they are entitled to the same damages: if $u_{i}=u_{i^{\prime}}$ then $D_{j, i}=D_{j, i^{\prime}}$ for all $j>\min \left\{i, i^{\prime}\right\}$. Even with this restriction, the specification of damages is very general because it is allowed to depend on the owner's valuation $(i)$ and on the taker's identity $(j)$. When damages are very large the "generalized liability rule" coincides with a property rule - a rule that prevents any transfer of the asset without the current owner's consent. When damages are very small, ownership rights are only weakly protected. ${ }^{5,6}$

In equilibrium, parties enter into enforceable bilateral contracts. Indeed, we assume that these contracts are specifically enforced, i.e., the contractual rights are protected by a property rule. This assumption is not inconsistent with our focus on generalized liability rules for protecting entitlements. It only means that the law enables two contracting parties to opt for property rule protection within their bilateral relationship. These observations suggest an alternative framing for our main result - that, under conditions which we identify, relative, in personam rights (valid against the contractual partner) are sufficient for efficiency; and absolute, in rem rights (valid against everybody) are not required.

[^4]
## V. The Solution Concept: Bilateral Bargaining Solution

We want to avoid being tied down to a specific bargaining protocol (say, one where owners make a take-it-or-leave-it offer, or one where takers make such offers). So, in what follows we introduce a "broader" solution concept which only encodes some minimal restrictions which "many" bargaining protocols satisfy. This solution concept, which we term bilateral bargaining solution, is defined in this section. In Section V.D below, and again later in Section VIII, we connect this solution concept with the Nash equilibria of a class of bargaining games.

## A. Bilateral Bargaining Solution: An Example

To build some familiarity with the bilateral bargaining solution, let us analyze a simple example. Consider a one-shot bargaining game between just two players, an owner $i$ and a taker $j$. This game could entail a take-it-or-leave-it offer made by one of the two players to the other, or some more complicated bargaining protocol. Suppose ownership rights are strongly protected (as is usually assumed in economics). Given complete information, we expect the outcome to be efficient in many (but not necessarily all) bargaining protocols. Efficiency requires that the asset is traded if and only if $u_{i}<u_{j}$. When trade takes place, we expect a transfer $p_{j, i}$ to be paid to the owner which could be as low as $u_{i}$ and as high as $u_{j}$. Its precise value will depend on the specific bargaining protocol (who makes the first offer, etc.).
The equilibrium outcome of any game within this family of bargaining protocols could be, equivalently, expressed by the following set of conditions.

$$
\begin{aligned}
& V_{j, i}=\max \left\{u_{j}-p_{j, i}, 0\right\} \\
& p_{j, i} \geq u_{i}
\end{aligned}
$$

In this formulation $p_{j, i}$ represents an exogenously specified price. Any such price can be interpreted as corresponding to the non-cooperative equilibrium outcome under a specific bargaining protocol. $V_{j, i}$ is endogenous, and can be interpreted as the value to agent $j$ of playing the non-cooperative game. The inequality requires the price to be high enough that agent $i$ wants to sell (recall that we are now assuming strong ownership rights). If $p_{j, i}$ is set too high then $V_{j, i}$ is zero, i.e., agent $j$ does not buy the object. Thus no-trade outcomes can be captured in this formulation. If we seek to capture an efficient outcome, then when $u_{i}<u_{j}$ we can choose a price $p_{j, i}$ in the interval $\left(u_{i}, u_{j}\right)$, which ensures that $V_{j, i}>0$, meaning that agent $j$ ends up with the object. If instead $u_{i} \geq u_{j}$, then the prices $p_{j, i}$ that solve the above conditions have the property that the taker's value must be zero (no trade). In either case, prices exist that support the efficient outcome. More broadly, this example illustrates how the outcomes of many possible bargaining games can be captured using these conditions.

These two conditions are a version of a bilateral bargaining solution. Let us now define this solution concept within our more complex bargaining environment.

## B. Bilateral Bargaining Solution: Definition

When taker $j$ meets owner $i$ three outcomes are possible:
(a) Taker $j$ takes and pays the legally stipulated damages $D_{j, i} \geq 0$;
(b) Taker $j$ purchases at a price of $p_{j, i} \geq 0$, which only makes sense if damages are very high, that is, if there is a price $p_{j, i}<D_{j, i}$ which the owner will accept (e.g., because the taker would rather walk away than pay the high damages);
(c) Taker $j$ walks away in exchange for $m_{j, i} \geq 0$. (We call this payment a bribe but it is, in fact, the legally enforceable price of the right to take.)

We formulate these three outcomes as mutually exclusive, and there is no loss of generality in this stipulation. ${ }^{7}$
${ }^{7}$ Indeed, (a) and (c) cannot be jointly effected since they conflict in the allocation of the object. The

The reader might wonder about the presence of option (b). When might a taker wish to purchase the object instead of taking it? This will happen when damages are very high, which means we are in a world of strong ownership rights.

Based on these three outcomes let us define a bilateral bargaining solution.
Fix $p_{j, i}$ and $m_{j, i}$. Denote by $V_{j, i}$ taker $j$ 's value at the beginning of period $j$, given that the asset is held by party $i$. The taker's value is

$$
\begin{equation*}
V_{j, i}=\max \left\{u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right], m_{j, i}\right\} \tag{1}
\end{equation*}
$$

The value of the taking party at the beginning of period $j$ is the larger of (1) the benefit from consuming the asset in period $j\left(u_{j}\right)$, minus the cost of either taking ( $D_{j, i}$ ) or purchasing $\left(p_{j, i}\right)$ the object, whichever is cheaper, plus the value of being an owner at the beginning of period $j+1$, and facing taker $j+1\left(V_{j, j+1}\right)^{8}$; and (2) the value of the bribe $m_{j, i}$ received from party $i$. The max operator expresses the notion that, if the bribe is too small then the taker does not have to accept it and can choose to take instead.

The owner's value is given by

$$
V_{i, j}=\left\{\begin{array}{cc}
u_{i}+\delta V_{i, j+1}-m_{j, i} & \text { if } V_{j, i}=m_{j, i}  \tag{2}\\
\min \left[D_{j, i}, p_{j i}\right] & \text { otherwise }
\end{array}\right.
$$

This recursive formulation says that the value of party $i$ owning the asset at the beginning of period $j$ is either the value of consuming in period $j$ and continuing
${ }^{8}$ According to our convention $j>i$ and so there is no ambiguity in denoting by $V_{j, i}$ the taker's value and $V_{i, j}$ the owner's value at the beginning of period $j$. For example, $V_{2,4}$ denotes the value of owner 2 in period 4 , and $V_{4,2}$ the value of taker 4 in the same period, when facing owner 2.
as an owner for one more period, minus the bribe paid to party $j$; or else the damages if expropriated or the price if the asset is traded. The fact that the $i$ 's value depends on $j$ 's simply expresses the feasibility constraint in the economy: if $i$ keeps the asset then $j$ does not acquire it, and vice versa.

We now spell out conditions on $p_{j, i}$ and $m_{j, i}$ which we expect should be met in many bargaining games. First,

$$
\begin{equation*}
p_{j, i} \geq u_{i}+\delta V_{i, j+1} \tag{3}
\end{equation*}
$$

This constraint says that if the object is sold (as opposed to taken), the owner must be willing to sell.

The second condition we impose on $p_{j, i}$ and $m_{j, i}$ is this:

$$
u_{i}+\delta V_{i, j+1}-m_{j, i} \geq \min \left[D_{j, i}, p_{j, i}\right]
$$

This condition must hold because $m_{j, i}$ represents the bribe which owner $i$ is willing to pay taker $j$ to go away, and so owner $i$ must prefer this option to the alternative which is $\min \left[D_{j, i}, p_{j, i}\right]$. This condition can be rewritten as

$$
m_{j, i} \leq u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]
$$

and more precisely stated to avoid the possibility of "reverse bribes" as

$$
\begin{equation*}
0 \leq m_{j, i} \leq \max \left\{u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right], 0\right\} \tag{4}
\end{equation*}
$$

We further require that positive bribes are only paid when the threat to take is credible, in the sense that taking results in a nonnegative payoff for the taker. Formally, we require:

$$
\begin{equation*}
m_{j, i}=0 \text { if } u_{j}+\delta V_{j, j+1}-D_{j, i}<0 . \tag{5}
\end{equation*}
$$

Finally, the terminal condition says that whoever is the owner in period $T+1$ gets:

$$
\begin{equation*}
V_{i, T+1}=f\left(u_{i}\right), \tag{6}
\end{equation*}
$$

where $f(\cdot)$ is any nondecreasing function. This formulation is sufficiently flexible to capture the two scenarios listed in Section IV.A: $f(\cdot) \equiv 0$ captures Scenario 1 in which the world ends in period $T+1 ; f(u)=u /(1-\delta)$ captures Scenario 2 in which the owner in period $T$ gets to keep the asset forever after and enjoy the associated stream of benefits, discounted at the appropriate rate.

tion is a bi-matrix of nonnegative prices and bribes $\left\{p_{j, i}, m_{j, i}\right\}_{j=1, \ldots, T}^{i<j}$, which satisfy conditions (1) through (6). The associated asset allocation is that the asset changes hands at the beginning of period $j$ if $V_{j, i}=u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right]$,
and it does not change hands if $V_{j, i}=m_{j, i}$.

## C. Discussion of the Bilateral Bargaining Solution Concept

The word "bilateral" is meant to emphasize the fact that exchange is decentralized. No grand Coasian bargain among all players is possible here.

There is a "price-taking flavor" to conditions (3) and (4), in the sense that we do not write down an explicit bargaining game through which $p_{j, i}$ and $m_{j, i}$ are formed. Along the same lines, note that in a bilateral bargaining solution both "prices," namely $p_{j, i}$ and $m_{j, i}$, are identified in each period. These prices are in addition to the third "price" $D_{j, i}$ which is legally stipulated. Of course, only one out of these three "prices" is actually observed in the equilibrium of any bargaining game. The rest are "out of equilibrium." ${ }^{9}$

Formulation (1) appears to give the taker a lot of bargaining power, by endowing the taker with the operators max and min. But this is not the case; formulation (1) does not pre-determine the allocation of bargaining power. This goes back to the price-taking nature of the solution concept. We, the modeler, retain the freedom of choosing the $p$ 's and the $m$ 's. Choosing large $p$ 's and small m's (compatible with constraints 3 and 4) corresponds to giving owners more

[^5]bargaining power relative to takers. For example, say damages are set very high and the owner is a tough bargainer who uses the magnitude of damages as a "bargaining chip" in the determination of the price $p$ at which he is willing to trade away the object. We would capture this scenario by setting $p_{j, i}$ close to $D_{j, i}$. In sum, our formulation (1) does not pre-determine the allocation of bargaining power.

Finally, a technical point: by construction, the taker's and owner's values are nonnegative in any bilateral bargaining solution. The taker's value is nonnegative because it can be no lower than $m_{j, i}$ (see 1 ) which is nonnegative by the definition of bilateral bargaining solution. The owner's value is given by (2). If $V_{j, i} \neq$ $m_{j, i}$ then expression (2) is nonnegative because it is the minimum between two nonnegative quantities (recall that $p_{j i}$ is nonnegative by the definition of bilateral bargaining solution. If $V_{j, i}=m_{j, i}$ then expression (2) could only be negative if $u_{i}+\delta V_{i, j+1}<m_{j, i}$. Assume this is true, and proceed by contradiction. Since the LHS is positive the RHS must be positive, and so condition (4) from the definition of a bilateral bargaining solution reads

$$
m_{j, i} \leq u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]
$$

The RHS is no larger than $u_{i}+\delta V_{i, j+1}$, and so we get the implication $m_{j, i} \leq$ $u_{i}+\delta V_{i, j+1}$. This establishes the contradiction we sought. Therefore, the owner's value could not be negative in a bilateral bargaining solution. The fact the taker's and owner's values are nonnegative in any bilateral bargaining solution shows that this solution concept respects "individual rationality."
D. Connection Between Bilateral Bargaining Solution and Subgame Perfect Equilibria of a Family of Dynamic Bargaining Games

Consider a dynamic game in which, in each period $t$, a bargaining game takes place between the owner and the taker.

DEFINITION 2: A dynamic bargaining game is a sequence of stage games
indexed by the identity of its players, an owner and a taker. Each period's stage game can have one of three distinct outcomes: (a) Taker $j$ takes the asset and pays legally stipulated damages $D_{j, i}$; (b) Taker $j$ purchases the asset at a price of $p_{j, i} \geq 0 ;(c)$ Taker $j$ goes away in exchange for $m_{j, i} \geq 0$. In the first two cases the taker becomes the new owner in the next period's stage game. Otherwise the identity of the owner remains unchanged.

This definition of a dynamic bargaining game is fairly broad. For example, each period's bargaining protocol is allowed to depend on the identities of the owner and taker: if player 1 is the owner in period 5 then he gets to make a take-it-or-leave-it offer to taker 5 . But, if player 2 is the owner in period 5 , then taker 5 gets to make the offer. And so on. And, of course, the bargaining protocol in the stage game need not be a take-it-or-leave-it offer either.

We want to focus on bargaining games in which trade is voluntary but subject to the taking rules described in Section IV.B. Voluntariness of the trade can be expressed in terms of the agents' outside options. We define these outside options
as follows: (a) If the asset is taken in the equilibrium, then the taker is no worse off than walking away and receiving zero payoff. (b) If the object is traded in the equilibrium, then the taker/buyer is no worse off than he would have been had he taken the asset and paid damages; and also the buyer is no worse off than he would have been had he walked away and received zero payoff; and the owner/seller is no worse off than he would have been if the least favorable of the two following outcomes had materialized - (i) asset is taken and owner/seller gets damages; (ii) owner/seller refuses to sell and keeps the asset. (c) If the taker is bribed away in the equilibrium, then he is no worse off than he would have been had he taken the asset and paid damages; and the owner is no worse off than he would have been if the least favorable of the two following outcomes had materialized - (i) asset is taken and owner/seller gets damages; (ii) owner/seller refuses to sell and keeps the asset. These outside options express a certain minimal level of protection of one's rights, including the right to take.
In addition, we want to restrict attention to bargaining games where any bribes are paid only if the threat to take is credible. A threat to take made in period $t$ is credible, if taking in period $t$ results in a nonnegative lifetime value for the taker. We note that the credibility condition creates a discontinuity in the equilibria set, and in the set of bilateral bargaining solutions. Specifically, when damages cross the threshold that makes the threat to take credible, the equilibrium set, and the set of bilateral bargaining solutions, expands discontinuously

DEFINITION 3: A consensual equilibrium is an equilibrium in which a party
does not fare worse then her outside option, and where a bribe is paid only when
the threat to take is credible.
The properties that define a consensual equilibrium seem natural: The equilibria in many bargaining games will be consensual. For example, in a conventional
take-it-or-leave-it game in which a buyer makes an offer to a seller (and there is no possibility of taking), the buyer would never offer more than the object is worth to her, and the seller would never accept less than her valuation of the object. Therefore, the equilibrium in such a game is consensual. The equilibrium may fail to be consensual if there is uncertainty about the outcome of the bargaining game. This might happen either due to protocol specifications which create random outcomes, or if equilibrium strategies are mixed. Also, the equilibrium may not be consensual if the bargaining rules do not allow for the protection of rights.

The reader may wonder why we chose to define consensuality of an equilibrium, rather than of a bargaining protocol. The reason is that sometimes the bargaining protocol protects rights "indirectly," for example through the order of moves. Thus, in a take-it-or-leave-it protocol, the first mover (the buyer, say) typically has the freedom to offer a masochistically high price above the value of the asset to him. In equilibrium, however, the buyer chooses not to. Therefore, the equilibrium is consensual even though the rules of the game are not (in that they allow the buyer to select "non-consensual" prices).

DEFINITION 4: A Markov-perfect equilibrium is a subgame-perfect equilib-
rium of the dynamic game such that equilibrium outcomes in period $t$ do not
depend on past actions except through the owner's valuation for the asset.

In a Markov-perfect equilibrium the outcome at time $t$ cannot depend on the size of transfers paid in the past. This restriction can be justified, for example, if the past history of play is not observed by the taker. ${ }^{10}$

[^6]The next proposition is the main point of this section: it expresses the connection between the new notion of "bilateral bargaining solution" and Nash equilibria of a class of dynamic games.

PROPOSITION 1: Every Markov-perfect, consensual equilibrium outcome of
any dynamic bargaining game can be supported as a bilateral bargaining solution.

And, every bilateral bargaining solution can be supported as a Markov-perfect, consensual equilibrium outcome of some dynamic bargaining game.

## PROOF:

See the Appendix.
This proposition explains our focus on the bilateral bargaining solution.

## VI. Existence of an Efficient Bilateral Bargaining Solution

We want to see if we can expect the efficient allocation to arise (a first welfare theorem-type result) in a bilateral bargaining environment with weak ownership rights (i.e., when $D$ is small).

DEFINITION 5: (Welfare criterion) An efficient asset allocation is one in
which the period-j taker consumes the asset in period $j$ if and only if his valuation
exceeds that of the beginning-of-period owner.
The efficient allocation is for the asset to be owned by the party with the highest per-period value among those who have shown up so far. In other words,
when $i<j$ is the current owner and $j$ shows up as the taker, efficiency requires that the asset change hands if and only if $u_{j}>u_{i}$.

The following assumption is required for the existence of an efficient solution.

ASSUMPTION 1: For all takers $j$, and for any two owners $h, i<j$ such that $u_{i}>u_{h}$ it must be $D_{j, i}-D_{j, h}>u_{h}-u_{i}$.

This is a mild assumption. It says, roughly, that damages cannot be "too negatively" correlated with owner's valuation. Note that this assumption places no restrictions on whether damages grow or shrink over time (formally: adding the same $j$-dependent number $K_{j}$ to $D_{j, i}$ and $D_{j, h}$ leaves the inequality in Assumption 1 unaffected because the $K_{j}$ 's cancel out). ${ }^{11}$

The next lemma establishes the following key technical result: After fixing continuation values $V_{i, j+1}$ which satisfy a certain monotonicity property, we can find prices and bribes at time $j$ which are consistent with a solution and are efficient in period $j$ (part a of the lemma). Moreover, some of these prices and bribes (those in part b of the lemma) induce one-period-back continuation values $V_{i, j}$ which also satisfy the monotonicity property (part c of the lemma).

LEMMA 1: Fix $j,\left\{D_{j, i}\right\}_{i<j},\left\{V_{i, j+1}\right\}_{i<j+1}$. Assume Assumption 1 holds. Assume that the quantity $u_{i}+\delta V_{i, j+1}$ is nondecreasing in $u_{i}$ over all $i<j+1$.

## Then:

[^7](a) There exists at least one bi-matrix $\left\{p_{j, i}, m_{j, i}\right\}_{i<j}$ which solves (3), (4), (5), and whose asset allocation is efficient.
(b) Among all bi-matrices identified in part a there exists at least one bi-matrix, which satisfies the following "monotonic selection" condition: $p_{j, i}$ is nondecreasing in $u_{i}$ for all $u_{i}<u_{j}$ and $u_{i}-m_{j, i}$ is nondecreasing in $u_{i}$ for all $u_{i}>u_{j}$.
(c) Any bi-matrix which gives rise to an efficient allocation and satisfies monotonid
selection will be called "efficiently monotonically selected." All efficiently monoton-\
ically selected bi-matrices give rise to $u_{i}+\delta V_{i, j}$ (defined by 1 and 2) which is nondecreasing in $u_{i}$ over all $i<j$.

## PROOF:

See the Appendix.
Lemma 1 identifies conditions which allow to construct a special class of bimatrices of prices and bribes. Bi-matrices in this class give rise to an efficient allocation and also satisfies an additional property called "monotonic selection." The next result proves that all bi-matrices in this class are bilateral bargaining solutions.

THEOREM 1: Assume Assumption 1 holds. An efficient bilateral bargaining solution exists. Every efficiently monotonically selected set $\left\{p_{j, i}, m_{j, i}\right\}_{\substack{i<1, \ldots, T}}^{i<j}$
which solves (3) (4), and (5), is an efficient bilateral bargaining solution.

## PROOF:

See the Appendix.
The construction in Theorem 1 yields a solution which is efficient not only on the "equilibrium path," but also off equilibrium. What this means is the following. Suppose, for example, that $u_{3}<u_{4}$ and so agent 3 should not be the owner in or after period 4 on the efficient equilibrium path. Suppose nevertheless that agent 3 finds herself the owner in period 5 . Then in our solution the efficient allocation of ownership rights will ensue from period 5 on (efficient conditional on agent 4 not being retrievable, of course). Off-equilibrium path efficiency is usually considered an attractive feature, partly because it shows that efficiency is not sustained by the threat of inefficient punishments. This property is thought to make the equilibrium (or solution, in our case) resistant to renegotiation.

We close this section with an example showing that Assumption 1 cannot be dispensed with. The example shows that when Assumption 1 does not hold there might be no efficient solution.

Example 1 (A case where Assumption 1 fails and all bilateral bargaining solutions are inefficient) Let $u_{0}=10, u_{1}=9$ and $u_{2}=5$. Assume no discounting $(\delta=1)$. Also assume that we are in Scenario 1, namely, the world ends after period 2. The court sets damages $D_{2,0}=0$ and $D_{2,1}=7$. Note that these damages fail Assumption 1; the ownership rights of agent 0 (the high valuation agent) are weaker than those of agent 1 (the low valuation agent). Consider first the period- 2 subgame in which agent 0 is the owner. Owner 0 can be expropriated with no compensation by taker 2. If owner 0 is to keep the asset in period 2, therefore, the bribe $m_{2,0}$ to taker 2 cannot be smaller than 5 . In this subgame, then, owner 0 cannot have utility exceeding $10-m_{2,0}=5$. Consider next the period-2 subgame in which agent 1 is the owner. In this subgame taker 2's threat to take is not credible so in any bilateral bargaining solution owner 1 will keep the object and not have to pay taker 2 anything $\left(m_{2,1}=0\right)$. This
means that, in the period- 1 bargaining between owner 0 and taker 1 , the former has value no greater than $10+5$ from keeping the object, whereas taker 1 has value 18 if he obtains possession of the asset. Hence in any bilateral bargaining solution the asset will be either taken or sold to taker 1, depending on the level of $D_{1,0}$. In any case the outcome is inefficient.

## VII. The Role of Monotonic Selection in Obtaining Efficiency

What is monotonic selection, and why is it important for efficiency? Monotonic selection, intuitively, guarantees that agents with higher valuation for the asset are not treated much worse in the bargaining than agents with lower valuation. This concern would arise, for example, if, in a series of take-it-or-leave-it offer bargaining games, high valuation agents were systematically relegated to "second mover" status, regardless of whether they are owners or takers. In this case high valuation agents would be fully expropriated and would therefore have little incentive to gain control of the asset. This disincentive works against efficiency.

Slightly more formally, and using the language of our bargaining solution: consider an owner $i$ facing a taker $j$, and suppose $u_{i}>u_{j}$. Efficiency requires that $i$ continue to be the owner for at least one more period. If she does, then she receives $u_{i}+\delta V_{i, j+1}$ (gross of present-period side payments). If $j$ becomes the owner, then he receives $u_{j}+\delta V_{j, j+1}$ (again gross of side payments). Monotonic selection helps ensure that the first expression is greater than the second. If this property does not hold, then it would be possible for $j$ to experience a greater net present value from taking over the asset, as compared to the current (and efficient) owner $i$. And so it would be difficult, in a bargaining environment, to prevent $j$ from becoming the owner. This would be inefficient.

Monotonic selection, therefore, is not merely a technical property; rather, it is substantively linked to exchange efficiency. One way to think about monotonic selection is that it guarantees a positive (or, not too negative) correlation be-
tween the agents' valuations and their bargaining powers. Similarly, Assumption 1 imposes a condition on the correlation between the agents' valuations and the strength of their ownership rights. Intuitively, Theorem 1 says that when these correlations are both positive, then efficiency prevails. More precisely, the theorem gives sufficient conditions on the correlation between the agents' valuations and the strength of their ownership rights, such that it is possible to find (read: efficiently monotonically select) an allocation of bargaining powers across agents, which supports efficiency.

Another interpretation of monotonic selection focuses on an agent's vulnerability to a taking. Agents can be heterogeneous in their vulnerability to a taking. For example, some agents may keep their assets in more secure locations, or invest more in anti-taking security systems, or may simply be less vulnerable to a taking because of their relative physical strength. Heterogeneous vulnerability to a taking can result in violation of the monotonic selection condition, when valuation is inversely correlated with vulnerability.

The next example illustrates that there can be inefficient bargaining solutions when monotonic selection fails.

Example 2 (Inefficiency when monotonic selection fails) Let $u_{0}=10$, $u_{1}=9$ and $u_{2}=5$. Assume no discounting $(\delta=1)$. Also assume that we are in Scenario 1, namely, the world ends after period 2. The court, in setting damages, wishes to compensate the owner, whose asset was taken, for lost use value. The court, however, does not observe individual use values; rather it applies a common estimate, in this example a gross underestimate, $u=2$. This means that if the asset is taken in period 1, damages will be $D_{1}=2+2=4$, since the owner loses two periods worth of use; and if the asset is taken in period 2, damages will be $D_{2}=2$ (regardless of whether the begining-of-period owner is agent 0 or agent 1).

For a solution to be efficient in period 2, whoever owns the object at the beginning of period $2-$ agent 0 or agent 1 - keeps it. This requires bribing away
taker 2. Consider the following allocation of bargaining powers: agent 0 has no bargaining power vis-a-vis agent 2, whereas agent 1 has full bargaining power vis-a-vis agent 2. As we shall see, this allocation of bargaining powers violates monotonic selection, resulting in inefficiency.

Let us first look at the interaction between owner $i=0$ and taker $j=2$. This interaction takes place in the subgame which arises after agent 0 retains possession of the asset in period 1. The set of quantities which are efficient and compatible with a bilateral bargaining solution are taken from Table A.A2 in the proof of Lemma 1. The left-hand column in the next table reproduces this set in the case where $u_{i}>u_{j}$; the right-hand column shows the quantities that obtain given the allocation of bargaining powers that we chose.

| Bilateral bargaining solution correspondence | Selection for our example |
| :--- | :--- |
| $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, \infty\right)$ | $p_{2,0}=\infty$ |
| $m_{j, i} \in\left[u_{j}+\delta V_{j, j+1}-D_{2}, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{2}\right\}\right]$ | $m_{2,0}=u_{i}+\delta V_{i, j+1}-D_{2}=10-2=8$ |
| $V_{i, j}=u_{i}+\delta V_{i, j+1}-m_{j, i}$ | $V_{0,2}=10-8=2$ |

Note that in the left-hand column we selected the variant of $m_{j, i}$ that applies when 2's taking threat is credible, and then we used $V_{i, j+1}=0$ to translate the left-hand (LH) column into the right-hand (RH) column. This equality holds since $j+1$ is the last period in this example. Let us discuss our selection in the RH column, from the set of bilateral bargaining solutions in the LH column. Our selection of $p_{2,0}$ is immaterial because the object is not sold. Our selection of $m_{2,0}$, in contrast, is critical because agent 2 would be bribed in this subgame. We selected the highest level of $m_{2,0}$ compatible with a bargaining solution. This choice corresponds to agent 2 having all the bargaining power vis-a-vis agent 0 .

Next let us consider the interaction between owner $i=1$ and taker $j=2$. This interaction takes place in the subgame which arises after agent 1 takes from agent 0 in period 1. As before, $u_{i}>u_{j}$ and the bilateral bargaining solution quantities are taken from Table A.A2.

| Bilateral bargaining solution correspondence | Selection for our example |
| :--- | :--- |
| $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, \infty\right)$ | $p_{2,1}=\infty$ |
| $m_{j, i} \in\left[u_{j}+\delta V_{j, j+1}-D_{2}, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{2}\right\}\right]$ | $m_{2,1}=u_{j}+\delta V_{j, j+1}-D_{2}=5-2=3$ |
| $V_{i, j}=u_{i}+\delta V_{i, j+1}-m_{j, i}$ | $V_{1,2}=V_{i, j}=9-3=6$ |

Note that we have used $V_{j, j+1}=0$ to translate the LH column into the RH column. Let us discuss our selection in the RH column. Again the selection of $p_{2,1}$ is immaterial. For $m_{2,1}$, in contrast with the previous case, we select the lowest level of $m_{2,1}$ compatible with a bargaining solution. This choice corresponds to agent 1 having all the bargaining power vis-a-vis agent 2 .

Now let's move up one period. For the outcome to be efficient in period 1, agent 1 must be bribed away. For agent 1 this means giving up $u_{1}-D_{1}+V_{1,2}=$ $9-4+6=11$. So agent 0 must bribe agent 1 in the amount of at least 11 . But how much does agent 0 make if he remains the owner, gross of the bribe? He makes $u_{0}+V_{0,2}=10+2=12$. And if agent 1 takes, then agent 0 makes 4 . So the maximum bribe that agent 0 is willing to pay is $12-4=8$, which is short of the 11 needed to sway the taker. As a result, agent 1 takes, and the bilateral bargaining solution outcome is inefficient, regardless of agent 0's bargaining power vis-a-vis agent 1.

This example illustrates that there can be inefficiencies if bargaining power is not positively correlated with valuation. In the example, agent 0 has a higher valuation but less bargaining power than agent 1. Formally, the problem is that monotone selection is violated: even though $u_{0}>u_{1}$, we have

$$
u_{0}-m_{2,0}=10-8<9-3=u_{1}-m_{2,1} .
$$

The feature that interferes with efficiency in the example above can be interpreted, in a noncooperative bargaining game, as a target-specific right to make
offers. It is well known that in bargaining games the right to make offers usually confers bargaining power. Our example corresponds to a non-cooperative bargaining game which gives agent 2 the right to make a take-it-or-leave-it offer to agent 0 , but not to agent 1 . Specifically, agent 2 makes the following offer to agent 0 : if you give me $m_{2,0}=8$, then I will go away. If you give me anything less than 8 , I will take. Obviously 8 is the absolute maximum that agent 0 is willing to pay not to be expropriated. Notice that the right to make the offer is valuable to agent 2 (who otherwise might only be able to guarantee himself a payoff of 3 by taking). Conversely, when agent 2 meets agent 1 , it is agent 1 who has the right to make the offer to agent 2 (which is why $m_{2,1}$ is so small, in fact equal to agent 2's outside option). The bottom line is that the monotonic selection condition can be violated in a non-cooperative bargaining game when the bargaining protocol favors low-valuation agents.

Although Example 2 assumes a liability rule with low damages, it is the violation of monotonic selection which is responsible for the inefficient outcome, not the specific legal rule. Example 3 in the appendix demonstrates this. In that example owners enjoy property rule protection (i.e., $D=\infty$ ) and still the violation of monotonic selection leads to inefficiency.

## VIII. Implementation of an Efficient Bilateral Bargaining Solution

The discussion in the previous section suggests that, when Assumption 1 is only marginally satisfied and the ownership rights of high-valuation agents are relatively unprotected, efficiency is at risk. In such cases, monotone selection compensates by giving high valuation agents enough surplus in the bargaining, such that they are willing to gain control of the asset. Clearly, in such borderline cases monotone selection will have to work hard to achieve the efficient outcome. Translating this idea into a dynamic bargaining game, this means that the bargaining protocols must be stretched significantly in favor of high-valuation agents.

This stretching may manifest itself, in a non-cooperative bargaining game, in intuitively implausible bargaining protocols. In this section, we present a sufficient condition, stronger than Assumption 1, such that efficiency can be achieved via a very reasonable bargaining protocol.

ASSUMPTION 2: For all takers $j$, and for any two owners $h, i<j$ such that
$u_{i}>u_{h}$ it must be $D_{j, i} \geq D_{j, h}$.
This assumption, though a strengthening of Assumption 1, is still reasonably mild. It says that damages are non-decreasing in use value. Under this condition, for any given pair of weights $\alpha_{1}, \alpha_{2} \in[0,1]$, which capture bargaining powers, we will show that the following quantities - equilibrium quantities in a reasonable non-cooperative bargaining game - constitute an efficient bilateral bargaining solution.

| Case $u_{i}<u_{j}$ |
| :--- |
| $\widehat{p}_{j, i}=\alpha_{1}\left(u_{i}+\delta V_{i, j+1}\right)+\left(1-\alpha_{1}\right)\left(u_{j}+\delta V_{j, j+1}\right)$ |
| $\widehat{m}_{j, i} \in\left[0, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right]$ |
| $V_{i, j}=\min \left\{D_{j, i}, \widehat{p}_{j, i}\right\}$ |


| Case $u_{i} \geq u_{j}$ |
| :--- |
| $\widehat{p}_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, \infty\right)$ |
| $\widehat{m}_{j, i}=\left\{\begin{array}{l}\{0\} \text { if } u_{j}+\delta V_{j, j+1}<D_{j, i} \\ \alpha_{2}\left(u_{j}+\delta V_{j, j+1}-D_{j, i}\right)+\left(1-\alpha_{2}\right)\left(u_{i}+\delta V_{i, j+1}-D_{j, i}\right) \quad \text { otherwise } \\ V_{i, j}=u_{i}+\delta V_{i, j+1}-\widehat{m}_{j, i}\end{array}\right.$ |

Table 1—Equilibrium Quantities

Why do we say that the transfers in Table 1 are "plausible"? These transfers, denoted by $\widehat{p}_{j, i}, \widehat{m}_{j, i}$, are convex combinations of quantities which express the possessory value for the two parties. For example, $\widehat{p}_{j, i}$ is a convex combination of $u_{i}+\delta V_{i, j+1}$ and $u_{j}+\delta V_{j, j+1}$, with weights $\alpha_{1}$ and $1-\alpha_{1}$. This means that if the
asset is bought rather than taken (this can happen when damages are very large) and $\alpha_{1}$ is large, then the owner gets paid a relatively low price for the asset, close to his point of indifference. The weight $\alpha_{1}$ measures taker $j$ 's bargaining power in the negotiation that determines the price at which the object is sold, if not taken. Similarly, $\alpha_{2}$ measures owner $i$ 's bargaining power in the negotiation that determines the bribe required for taker $j$ to go away. The expression for $\widehat{m}_{j, i}$ can be read approximately as saying that $\widehat{m}_{j, i}+D_{j, i}$ is a convex combination of $u_{j}+\delta V_{j, j+1}$ and $u_{i}+\delta V_{i, j+1}$, with weights $\alpha_{2}$ and $1-\alpha_{2}$. Here $\widehat{m}_{j, i}+D_{j, i}$ represents the money transfer that takes place when the taker is bribed away. When $\alpha_{2}$ is large this monetary transfer is small.

The noteworthy feature of Table 1 is that the weights $\alpha_{1}$ and $\alpha_{2}$ are constant over time, which means that there is no weird shift in bargaining power over time. The following theorem states that the quantities in Table 1 give rise to an efficient bilateral bargaining solution. This result shows that an efficient bargaining solution can be implemented with a reasonable bargaining protocol.

THEOREM 2: Assume Assumption 2 holds. Fix any $\alpha_{1}, \alpha_{2} \in[0,1]$. The set
of prices and bribes in Table 1 is an efficient bilateral bargaining solution.

## PROOF:

In the Appendix.
Summing up, the quantities in Table 1 represent a "plain vanilla" bargaining outcome. This theorem tells us that if ownership rights are well-behaved (i.e., satisfy Assumption 2), then efficiency can be sustained through reasonable bargaining protocols. If we set $\alpha_{1}=\alpha_{2}=1 / 2$ then we can think of the bargaining outcomes $\widehat{p}_{j, i}, \widehat{m}_{j, i}$ as arising from an alternating offers game a' la Rubinstein (1982) which is played in period $j$ between owner $i$ and taker $j$.

## IX. Possessory Regimes as Incentives Schemes

We have shown that, under reasonable conditions, a broad range of generalized liability rules can support exchange efficiency. In other words, the common property rule (captured by a very large $D$ ) is just one of many legal rules that can support efficiency at the exchange phase. Accordingly, in justifying the prevalence of the property rule or, more generally, in studying the relative efficiency of different legal rules, the focus may properly shift towards a pre-exchange, investment phase. One might believe that property rules, as opposed to liability rules, provide better incentives to invest in developing the asset prior to the exchange phase. This, however, is not necessarily the case.

Why are property rules believed to induce investment? The basic intuition is that the stronger protection afforded by property rules allows the owner to enjoy the benefits of her investment - by using the asset herself or by selling it at a higher price. Weaker protetction, on the other hand, implies a higher probability of expropriation, which provides a disincentive to invest in the asset. And there are additional arguments for why property rules most efficiently promote ex ante investments. (See Kaplow and Shavell 1996; Bar-Gill and Bebchuk 2010.) But there are other arguments suggesting that property rules can be inferior to liability rules in terms of ex ante investment efficiency. The intuition supporting the investment efficiency of property rules focuses on investments made by the current owner. But potential takers can also make investments that would increase the value of the asset, post-taking. Such investments are especially important in environments, where exchange efficiency requires that the asset change hands often. Liability rules can be better than property rules in inducing investments by potential takers. (See Bebchuk 2001.)

More generally, once we recognize the bilateral nature of the investment problem - that both the current owner and the potential taker can invest - it is obvious that property rules can rarely induce optimal investments. The problem is analogous to the hold-up problem studied in the contract theory literature. That
literature explores the relative efficiency of allocating ownership rights to one party or the other. The basic insight is that the party who gets the ownership right will invest more, while the party who does not get the ownership right will invest less. (See, e.g., Hart 1995) The contract theory literature, however, (implicitly) assumes that the ownership rights to be allocated must be protetcted by property rules (i.e., $D=\infty$ ). Investment efficiency can be improved, when the allocated ownership rights are protected by liability rules. When ownership rights are protected by property rules, the transfer in the bargaining game between the current owner and the potential taker will be a function of the asset's value to the parties. The resulting hold-up problem dilutes incentives to invest in increasing the value of the asset. Under a liability rule, if we fix damages at a level that is independent of the parties' investments, we can get a lump-sum transfer that does not distort incentives. ${ }^{12}$

There is another category of ex ante investments that can potentially doom liability rules and, thus, vindicate property rules. These are investments by potential takers in making taking easier (e.g., better carjacking technology) and by owners in making taking harder (e.g., a better alarm system). Under a liability rule with a low $D$, owners will have a stronger incentive to invest in protective measures and potential takers will have a stronger incentive to invest in a better taking technology. Since these investments are socially wasteful, a rule that induces such investments in undesirable. (See Kaplow and Shavell 1996, at 768769, who also draw an analogy between taking and theft.) But, this disadvantage of liability rules must also be reconsidered, when we have multiple takers. Assume that an asset is initially held by party 0 . Party 1 , a potential taker, must decide how much to inevst in taking technology. If party 1 knows that party 2 can take from her in the next period, then party 1's incentive to invest in such taking technology would be reduced.

[^8]Wasteful investments by owners to protect against a taking remain a problem under liability rules, even when there are multiple takers. These investments, however, supplament our analysis in an interesting way. One interpretation that we offered for monotonic selection focused on heterogeneity in parties' vulnerability to a taking. We now see that such heterogeneity can arise endogenously when different parties invest different amounts in anti-taking technologies. Moreover, while liability rules induce more investments by owners to protect against a taking, property rules induce more post-taking investments by owners - to catch the taker and bring him to court - since owners stand to gain more in court under a property rule.

The bottom line is that shifting one's focus to investment efficiency need not vindicate property rules as necessarily superior to other rules.

## X. Discussion

## A. Transaction Costs and Asymmetric Information

Our analysis implicitly assumes that bargaining is frictionless. But, of course, transaction costs and, specifically, asymmetric information can impede upon successful bargaining. We have shown that liability rules can be as efficient as property rules in a zero transaction costs framework. Do property rules have an advantage when positive transaction costs are introduced? The answer is far from clear. Positive transaction costs can prevent the asset from changing hands through bargaining. In a property rule system, where asset transfers occur only through bargaining, efficient transactions will be prevented. Liability rules allow the asset to change hands without bargaining, through unilateral takings. With ideal compensatory damages - damages equal to the full value of the asset to the owner - a liability regime induces efficient takings and only efficient takings,
and is therefore superior to the property regime. If damages are undercompensatory, then a liability regime enables both efficient and inefficient transfers. (See Calabresi and Melamed, 1973; Kaplow and Shavell, 1996) ${ }^{13}$

## B. Takers Appear Simultaneously

In our framework, takers appear sequentially. What happens if multiple takers appear simultaneously, in the same period? Before directly addressing this question, we note that the length of a period is not pre-defined in our model. Our analysis and results apply for arbitrarily short periods. ${ }^{14}$ But it does not apply when multiple takers appear in the very same moment. It would be interesting to explore how our setup can be adapted to account for the possibility that multiple takers can try, all at once, to unilaterally take the asset in exchange for a court-determined price, $D$. Notice, however, that an asset cannot be taken (or held) by more than one person in a single period. So there is a conceptual difficulty in defining the "right" to take. Assuming this difficulty is resolved, the outcome and its efficiency properties will depend on specific features of the environment. When multiple takers appear simultaneously, and some value the asset more than the beginning-of-period owner, it is natural to think of the owner as auctioning the asset to the multiple takers. Perhaps high-value takers would be willing to pay the owner a price exceeding $D$, if the owner can help them prevail in the auction. Or perhaps the takers would contract with each other in a cartel-like fashion, suggesting again that the highest-value agent should end

[^9]up with the asset. The dynamics would be different if the beginning-of-period owner values the object more than the takers. The owner would have to bribe all the takers. On the one hand, this expense should be affordable because the magnitude of each bribe will be discounted by the probability that the particular taker will win the takers? competition. On the other hand, a collective action problem might prevent an efficient outcome, as each taker strives to be the last one to accept a bribe and thus hold up the owner for a higher offer. The outcome would also depend on other features of the environment, e.g., on the ability of the owner to condition one bribe contract on the successful conclusion of other bribe contracts with other takers.

## C. Reciprocal Takings and Weakly Enforceable Contracts

In our framework, an agent who lost the asset, or failed to gain possession in the first place, exits the game. But this need not be the case. In particular, Kaplow and Shavell (1996) consider also the reciprocal takings case, where, after agent 1 unilaterally takes the asset from agent 0 , agent 0 can, in the next period, unilaterally take the asset from agent 1 . This process of potentially reciprocal takings is allowed to take place "ad infinitum."

The reciprocal takings setup can also capture an environment in which "weakly enforceable" contracts have a limited power to bind the parties who sign them. Here is what we mean. In our analysis, we assumed that agents can write fully enforceable side contracts. For example, a taker can write a contract which commits her irrevocably to give up the right to take, in exchange for money (a bribe). But in some environments such contracts are only weakly enforced. In particular, we may think of an environment in which, shortly after the contract is signed, its enforceability ceases. In this case, the taker "does not stay bribed" and may show up again. Thus the "weak enforceability" formulation captures the reciprocal takings case.

While a full analysis of the reciprocal takings case (with two or more agents) is beyond the scope of this paper, we note that, once again, there is no reason to believe that liability rules will necessarily lead to inefficient outcomes. Consider a two-player game with a high-value agent 0 and a low-value agent 1 . Under a liability rule, agent 0 would bribe agent 1 to prevent an inefficient taking. The magnitude of this bribe will be small, reflecting the understanding that agent 1 , if he takes the asset in period 1, will lose it to agent 0 in period 2. (Recall, a similar effect reduces the magnitude of the bribe in the multiple takers case that we study - there agent 1 understands that he might lose the asset to agent 2 in the next period, or pay a bribe to agent 2 , and thus settles for a lower bribe from agent 0 in the first period.) When the bribe is sufficiently small, agent 0 would be willing to pay it, and the asset would remain with the high-value agent 0 , as is efficient.

## XI. Conclusion

We have shown that a large class of legal rules (what we called generalized liability rules) are exchange-efficient. Included in this class are property rules (generalized liability rules with very large damages, $D \mathrm{~s}$ ), standard liability rules (generalized liability rules with $D$ s that track the owner's valuation), and even rules which afford possessory interests only very weak protection (generalized liability rules with very small $D \mathrm{~s}$ ). This result corrects a previous misconception in the literature, and yields the provocative conclusion that strong ownership rights are not required for exchange efficiency.

What matters for exchange efficiency, we find, is not how much or how little the owner's rights are protected. Rather, what matters is how this protectionwhatever its level-correlates with the agents' valuations for the asset. If this correlation is not (too) negative, then efficiency can prevail. More precisely, in this case there exist allocations of bargaining power or, from the perspective
of non-cooperative games, bargaining protocols, which implement the efficient outcome. If the correlation is too negative, that is, if ownership rights are too punitive (in a relative sense) of high valuation agents, then efficiency cannot obtain.

Property rules (strong protection of ownership rights) emerge somewhat diminished from this analysis. It is natural to want to rescue property rules. One avenue might be to look at investment efficiency. Property rules are uniquely suited to incentivize an owner's investment in the asset to be traded. This, however, does not per se imply that property rules are efficient from an investment viewpoint; indeed, when investments by potential takers (as opposed to owners) are important, liability rules might be superior. Such considerations, we speculate, might be especially relevant in fields such as intellectual property, in which it may be important to encourage investment by non-current-owners of intellectual property.

We conclude that there is little in the theory of pure exchange that robustly ties strong ownership rights to efficiency. Having thus cleared the ground, the question remains open: How should ownership be protected? Investment efficiency, or asymmetric information frictions, might provide the answer. Existing work has begun to explore this possibility, but much more remains to be done.

## Appendix

## A1. Proof of Proposition 1

Every Markov-perfect, consensual equilibrium outcome of any dynamic bargaining game can be supported as a bilateral bargaining solution.

## PROOF:

Case A: The Markov-perfect consensual equilibrium outcome in a specific dynamic bargaining game at time $j$ is that the object is taken.

Let $V_{j, j+1}$ and $V_{i, j+1}$ represent the continuation payoffs in the dynamic bargaining game, and $V_{i, T+1}=f\left(u_{i}\right)$ in accordance with condition (6). (Notice that, because we restrict attention to Markov equilibria, these continuation values are not a function of the actions taken in period j.) Given these $V_{j, j+1}$ and $V_{i, j+1}$, can we find a pair $\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$ that is a bilateral bargaining solution in which the object is taken? Let's see. If the object is taken then according to the definition of bilateral bargaining solution we have $V_{j, i}=u_{j}+\delta V_{j, j+1}-D_{j, i}$, which from (1) is equivalent to simultaneously verifying these two equations:

$$
\begin{aligned}
D_{j, i} & \leq p_{j, i}^{*} \\
m_{j, i}^{*} & \leq u_{j}+\delta V_{j, j+1}-D_{j, i}
\end{aligned}
$$

Setting $p_{j, i}^{*}=\infty$ satisfies the first condition. As for the second condition, we know that $u_{j}+\delta V_{j, j+1}-D_{j, i} \geq 0$ because taking is an equilibrium in the dynamic bargaining game (otherwise, the taker could profitably deviate to walking away for free). Therefore setting $m_{j, i}^{*}=0$ satisfies the second condition. Therefore, for this choice of $\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$ equation (1) tells us that in this bilateral bargaining solution the object is indeed taken. Equation (2) does not place constraints on
$\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$; it simply pins down the owner's value $V_{i, j}$ directly from equation (1). Equation (3) is automatically verified by $p_{j, i}^{*}=\infty$. Equation (4) is automatically verified by $m_{j, i}^{*}=0$. Therefore, the pair $\left(p_{j, i}^{*}=\infty, m_{j, i}^{*}=0\right)$ is a bilateral bargaining solution in which the object is taken.

## Case B: The Markov-perfect consensual equilibrium outcome in a specific dynamic bargaining game at time $j$ is that the object is purchased at a price $p_{j, i}^{*}$.

Let $V_{j, j+1}$ and $V_{i, j+1}$ represent the continuation payoffs in the dynamic bargaining game. Can we find an $m_{j, i}^{*}$ such that the pair $\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$ is a bilateral bargaining solution in which the object is purchased? Let's see. If the object is purchased then according to the definition of bilateral bargaining solution we have $V_{j, i}=u_{j}+\delta V_{j, j+1}-p_{j, i}^{*}$, which from (1) is equivalent to simultaneously verifying the two conditions:

$$
\begin{align*}
p_{j, i}^{*} & \leq D_{j, i}  \tag{A1}\\
m_{j, i}^{*} & \leq u_{j}+\delta V_{j, j+1}-p_{j, i}^{*} .
\end{align*}
$$

The first condition must hold because purchasing is an equilibrium in a game in which the taker could take rather than purchase and this choice has no ramifications in the future (Markov equilibria). Therefore, taking must be more expensive than purchasing. As for the second condition, just as in Case A we know that $u_{j}+\delta V_{j, j+1}-p_{j, i}^{*} \geq 0$ because purchasing is an equilibrium in the dynamic bargaining game in which the taker could profitably deviate to walking away for free. Therefore setting $m_{j, i}^{*}=0$ satisfies the second condition. Therefore, for this pair $\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$ equation (1) tells us that in this bilateral bargaining solution the object is indeed purchased. Equation (2) does not place constraints on $\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$; it simply pins down the owner's value $V_{i, j}$ directly from equation (1). To check
that equation (3) is satisfied, consider that in the dynamic bargaining game the owner could hold out. What could holding out lead to? Either to keeping the object which would leave the owner with $u_{i}+\delta V_{i, j+1}$; or to being the subject of a taking, which would leave the owner with $D_{j, i}$. Since the owner chooses not to hold out in the equilibrium, it must be that

$$
\max \left\{D_{j, i}, u_{i}+\delta V_{i, j+1}\right\} \leq p_{j, i}^{*}
$$

Now, suppose $\max \left\{D_{j, i}, u_{i}+\delta V_{i, j+1}\right\}=u_{i}+\delta V_{i, j+1}$. Then equation (3) is verified. Alternatively, if $\max \left\{D_{j, i}, u_{i}+\delta V_{i, j+1}\right\}=D_{j, i}$, then using (A1) we have $p_{j, i}^{*}=D_{j, i} \geq u_{i}+\delta V_{i, j+1}$, which again verifies equation (3). Equation (4) is automatically verified by $m_{j, i}^{*}=0$. Therefore, the pair $\left(p_{j, i}^{*}, m_{j, i}^{*}=0\right)$ is a bilateral bargaining solution in which the object is purchased at a price $p_{j, i}^{*}$.

## Case C: The Markov-perfect consensual equilibrium outcome in a specific dynamic bargaining game at time $j$ is that the taker is bribed away for a bribe $m_{j, i}^{*} \geq 0$.

Let $V_{j, j+1}$ and $V_{i, j+1}$ represent the continuation payoffs in the dynamic bargaining game. Can we find a $p_{j, i}^{*}$ such that the pair $\left(p_{j, i}^{*}, m_{j, i}^{*}\right)$ is a bilateral bargaining solution in which the taker is bribed away for a bribe $m_{j, i}^{*}$ ? Let's see. In a bilateral bargaining solution if the taker is bribed away then we have $V_{j, i}=m_{j, i}^{*}$, which from (1) requires $m_{j, i}^{*}$ to verify the following equation:

$$
m_{j, i}^{*} \geq u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}^{*}\right]
$$

Setting $p_{j, i}^{*}=\infty$ allows us to rewrite this condition as

$$
m_{j, i}^{*} \geq u_{j}+\delta V_{j, j+1}-D_{j, i} .
$$

This condition must be verified in a consensual equilibrium because the taker in equilibrium must accept to be bribed away instead of taking. Therefore, for this pair $\left(p_{j, i}^{*}=\infty, m_{j, i}^{*}\right)$ equation (1) tells us that in this bilateral bargaining solution the taker is indeed bribed away for a bribe $m_{j, i}^{*}$. Now let's check that all the conditions required for a bilateral bargaining solution are met by the pair $\left(p_{j, i}^{*}=\infty, m_{j, i}^{*}\right)$. Equation (2) simply pins down the owner's value $V_{i, j}$ directly from equation (1). Equation (3) is automatically verified by $p_{j, i}^{*}=\infty$. Equation (4) reads

$$
0 \leq m_{j, i}^{*} \leq \max \left\{u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}^{*}\right], 0\right\}
$$

The left hand side is satisfied by assumption, because we restrict bribes to be nonnegative. To see that the right hand inequality must also be satisfied, observe that the owner in equilibrium chooses to bribe rather than the alternative, which can be no worse than $\min \left[D_{j, i}, p_{j, i}^{*}\right]$. Therefore,

$$
u_{i}+\delta V_{i, j+1}-m_{j, i}^{*} \geq \min \left[D_{j, i}, p_{j, i}^{*}\right]
$$

Rearrange this equation into

$$
u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}^{*}\right] \geq m_{j, i}^{*}
$$

and the required condition is implied. Finally, let's turn to condition (5). In a consensual equilibrium, if a bribe is paid then the threat to take must be credible in the sense that the "taking deviation" in period $t$ results in a nonnegative lifetime value for the taker in the equilibrium. This lifetime value is given by $u_{j}+\delta V_{j, j+1}-D_{j, i}$ which, in a consensual equilibrium, is nonnegative. Hence in a consensual equilibrium if a positive bribe is paid condition (5) is not violated. Therefore, the pair $\left(p_{j, i}^{*}=\infty, m_{j, i}^{*}\right)$ is a bilateral bargaining solution in which the taker is bribed away for a bribe $m_{j, i}^{*}$.

Every bilateral bargaining solution can be supported as a Markov-perfect, consensual equilibrium outcome of some dynamic bargaining game.
PROOF:
Let $\left\{p_{j, i}, m_{j, i}\right\}_{j=1, \ldots, T}^{\substack{i<j}}$ be a bargaining solution. The construction of the bargaining game that supports it is as follows. Suppose the bilateral bargaining outcome of the interaction between $i$ and $j$ (this interaction need not take place on the equilibrium path) is that the asset is sold. Then in the dynamic game we will specify a stage game between $i$ and $j$ in which the taker chooses whether to offer $p_{j, i}$, or zero, or take and pay $D_{j, i}$; and the owner chooses whether to accept the price $p_{j, i}$ or reject it and keep the asset (subject to a possible taking). In this case (3) guarantees that the owner will accept the price. Moreover, since the bargaining solution outcome is that the object is sold, (1) guarantees that the taker prefers to pay $p_{j, i}$ and get the object rather than taking or walking away (payoff of zero). Therefore, the Markov-perfect equilibrium of the stage game we have constructed supports the bilateral bargaining solution.
Suppose the bilateral bargaining outcome of the interaction between $i$ and $j$ is that the asset is taken. Then the same stage game described previously will have a Markov-perfect equilibrium that supports the bilateral bargaining solution.

Suppose the bilateral bargaining outcome of the interaction between $i$ and $j$ is that the taker is bribed away. Then in the dynamic game we will specify a stage game between $i$ and $j$ in which the owner chooses whether to offer $m_{j, i}$, or
zero; and the owner chooses whether to: accept the bribe $m_{j, i}$, reject it and take the asset, or reject it and buy the asset at price $p_{j, i}$. In this case (4) guarantees that the owner will prefer to offer the bribe. Moreover, since the bargaining solution outcome is that the taker is bribed away, (1) guarantees that the taker prefers to be bribed away rather than acquiring the asset. Therefore, the Markovperfect equilibrium of the stage game we have constructed supports the bilateral bargaining solution.

## A2. Proof of Lemma 1

## PROOF:

An efficient bilateral bargaining solution is a set $\left\{p_{j, i}, m_{j, i}\right\}_{\substack{i<j \\ j=1, \ldots, T}}$ with the property that

$$
\begin{array}{cl}
V_{j, i}=u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right] & \text { if } u_{i}<u_{j} \\
V_{j, i}=m_{j, i} & \text { if } u_{i} \geq u_{j}
\end{array}
$$

Using (1) this condition can be written as

$$
\begin{align*}
& u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right] \geq m_{j, i} \text { if } u_{i}<u_{j}  \tag{A2}\\
& u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right] \leq m_{j, i} \text { if } u_{i} \geq u_{j} \tag{A3}
\end{align*}
$$

(a) Let's first characterize the bi-matrix $\left\{p_{j, i}, m_{j, i}\right\}_{i<j}$ for those values of $i$ such that $u_{i}<u_{j}$. Because of the monotonicity assumption the interval $\left[u_{i}+\delta V_{i, j+1}, u_{j}+\delta V_{j, j+1}\right]$ is nonempty. Choosing any $p_{j, i}$ in this interval guarantees that (3) is satisfied
and that

$$
\begin{equation*}
u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right] \geq u_{j}+\delta V_{j, j+1}-p_{j, i} \geq 0 \tag{A4}
\end{equation*}
$$

This equation reads like (A2) if we set $m_{j, i}=0$. Therefore the pair $p_{j, i} \in$ $\left[u_{i}+\delta V_{i, j+1}, u_{j}+\delta V_{j, j+1}\right]$ coupled with $m_{j, i}=0$ guarantees that (A2), (3), and (4) are satisfied. In fact, all pairs that couple any $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, u_{j}+\delta V_{j, j+1}\right]$ with any $m_{j, i} \in\left[0, \max \left\{0, u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\}\right]$ satisfy (A2), (3), and (4). Some simplification can be achieved in the expression for $m_{j, i}$ by noting that, by choice of $p_{j, i}$,

$$
u_{i}+\delta V_{i, j+1}-p_{j, i} \leq 0,
$$

which implies that

$$
\begin{aligned}
& \max \left\{0, u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\} \\
& =\max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}, u_{i}+\delta V_{i, j+1}-p_{j, i}\right\} \\
& =\max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\} .
\end{aligned}
$$

Therefore $m_{j, i} \in\left[0, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right]$. Note that the interval is degenerate if $u_{i}+\delta V_{i, j+1}-D_{j, i}<0$ : in that case $m_{j, i}$ can only equal 0 , which proves that any $m_{j, i}$ belonging to that interval satisfies (5). Therefore, any bimatrix $\left\{p_{j, i}, m_{j, i}\right\}_{i<j}$ which belongs to the sets identified above is consistent with an efficient bilateral bargaining solution. In these solutions we have, from (1) and (2),

$$
V_{i, j}=\min \left\{D_{j, i}, p_{j, i}\right\} .
$$

Let's now characterize the bi-matrix $\left\{p_{j, i}, m_{j, i}\right\}_{i<j}$ for those values of $i$ such that $u_{i} \geq u_{j}$. The monotonicity assumption guarantees that $u_{j}+\delta V_{j, j+1} \leq u_{i}+$ $\delta V_{i, j+1} \leq \max \left\{0, u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\}$. Hence there exists a nonnegative number $m_{j, i}$ with the property that

$$
\begin{equation*}
u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right] \leq m_{j, i} \leq \max \left\{0, u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\} \tag{A5}
\end{equation*}
$$

The leftmost inequality says that (A3) is satisfied. The rightmost inequality says that (4) is satisfied. Therefore all nonnegative numbers $m_{j, i}$ that satisfy (A5) are candidates for an efficient bilateral bargaining solution provided that they also satisfy (5). We will return to condition (5) later. For the moment, let's note that choosing $p_{j, i} \geq u_{i}+\delta V_{i, j+1}$ ensures that (4) is satisfied. Summing up so far, all pairs $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, \infty\right)$ coupled with
$m_{j, i} \in\left[\max \left\{0, u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\}, \max \left\{0, u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\}\right] \amalg$
satisfy(A3), (3) and (4). Note that because $p_{j, i} \geq u_{i}+\delta V_{i, j+1}>u_{j}+\delta V_{j, j+1}$ we have

$$
u_{j}+\delta V_{j, j+1}-p_{j, i}<0
$$

hence

$$
\begin{aligned}
\max \left\{0, u_{j}+\delta V_{j, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\} & =\max \left\{0, u_{j}+\delta V_{j, j+1}-p_{j, i}, u_{j}+\delta V_{j, j+1}-D_{j, i}\right\} \\
& =\max \left\{0, u_{j}+\delta V_{j, j+1}-D_{j, i}\right\}
\end{aligned}
$$

By the same logic we have

$$
\max \left\{0, u_{i}+\delta V_{i, j+1}-\min \left[D_{j, i}, p_{j, i}\right]\right\}=\max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}
$$

So we can write the set of bi-matrices more compactly as comprising all pairs $p_{j, i} \in$ $\left[u_{i}+\delta V_{i, j+1}, \infty\right)$ coupled with $m_{j, i} \in\left[\max \left\{0, u_{j}+\delta V_{j, j+1}-D_{j, i}\right\}, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right] . \boldsymbol{I}$ In these solutions we have, from 1 and 2 ,

$$
V_{i, j}=u_{i}+\delta V_{i, j+1}-m_{j, i} .
$$

Now let's add condition (5). That condition requires that $m_{j, i}=0$ if $u_{j}+\delta V_{j, j+1}-$ $D_{j, i}<0$. This is simply a further restriction that we will add to the set of bribes.

Summing up, the set of prices, bribes, and associated values that solve (A2), (A3), (3), (4), and (5) is nonempty and is given in the following tables.

| Case $u_{i}<u_{j}$ <br> $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, u_{j}+\delta V_{j, j+1}\right]$ <br> $m_{j, i} \in\left[0, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right]$ <br> $V_{i, j}=\min \left\{D_{j, i}, p_{j, i}\right\}$ <br> Case $u_{i} \geq u_{j}$ <br> $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, \infty\right)$ <br> $m_{j, i} \in\left\{\begin{array}{l}\{0\} \text { if } u_{j}+\delta V_{j, j+1}<D_{j, i} \\ {\left[u_{j}+\delta V_{j, j+1}-D_{j, i}, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right] \quad \text { otherwise }} \\ V_{i, j}=u_{i}+\delta V_{i, j+1}-m_{j, i}\end{array}\right.$ <br> Table a1-Efficient blaterad bargaining solutions |
| :---: |

(b) Fix $u_{j}, V_{i, j+1}$. Let us treat $u_{i}$ as a continuous variable which we denote by $u$. The value of $u$ identifies the owner $i$ by its valuation for the asset. Pick a
continuous, piecewise linear interpolating function (linear spline) $D_{j}(u)$ such that $D_{j}\left(u_{i}\right)=D_{j, i}$. Note that $D_{j}(u)$ is uniquely defined even when two players have the same valuation because by assumption damages depend on valuations, not identities. The function $D_{j}(u)$ equals the damages that, by assumption, taker $j$ is required to pay to an owner with value $u$. Pick a second continuous, piecewise linear interpolating function (linear spline) $V_{j+1}(u)$ such that $V_{j+1}\left(u_{i}\right)=V_{i, j+1}$. This function equals the value of an owner with valuation $u$ when the taker is $j+1$, which is fixed in this lemma. Now define two more continuous functions of $p_{j}(u)$ (which will be interpreted as the price $p_{j, i}$ when the owner has $u_{i}=u$ ) and $m_{j}(u)$ (which will be interpreted as the bribe $m_{j, i}$, when the owner has $u_{i}=u$ ). Our task is to select this pair of functions $p_{j}(u), m_{j}(u)$ so that: they satisfy the restrictions identified in part (a), and; the monotonic selection condition is satisfied.

Define a correspondence (multi-valued function) $\Gamma(u)$ as follows.
$\Gamma(u)= \begin{cases}{\left[u+\delta V_{j+1}(u), u_{j}+\delta V_{j, j+1}\right]} & \text { when } u<u_{j} \\ {\left[u_{j}+\delta V_{j, j+1}-D_{j, i}, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right]} & \text { when } u \geq u_{j} \text { and } u_{j}+\delta V_{j, j+1} \geq D_{j, i} \\ \{0\} & \text { when } u \geq u_{j} \text { and } u_{j}+\delta V_{j, j+1}<D_{j, i}\end{cases}$

The restrictions identified in part (a) are that the pair of functions $p_{j}(u), m_{j}(u)$ should satisfy the following property:

$$
\begin{align*}
p_{j}\left(u_{i}\right) & \in \Gamma\left(u_{i}\right) \text { when } u_{i}<u_{j}, \text { and }  \tag{A6}\\
m_{j}\left(u_{i}\right) & \in \Gamma\left(u_{i}\right) \text { when } u_{i} \geq u_{j},
\end{align*}
$$

In addition, the restrictions identified in part (a) are that the pair of functions $p_{j}(u), m_{j}(u)$ should satisfy the following property:

$$
\begin{aligned}
p_{j}\left(u_{i}\right) & \in\left[u_{i}+\delta V_{j+1}\left(u_{i}\right), \infty\right) \text { when } u_{i} \geq u_{j}, \text { and } \\
m_{j}\left(u_{i}\right) & \in\left[0, \max \left\{0, u_{i}+\delta V_{j+1}\left(u_{i}\right)-D_{j}\left(u_{i}\right)\right\}\right] \text { when } u_{i}<u_{j} .
\end{aligned}
$$

This second pair of conditions places constraints on the functions $p_{j}(u), m_{j}(u)$ for values of $u$ that do not interfere with the restrictions placed on $p_{j}(u), m_{j}(u)$ by the monotonic selection condition. Therefore, the second pair of conditions can be easily satisfied by setting $p_{j}(u) \equiv \infty$ for $u \geq u_{j}$, and $m_{j}(u) \equiv 0$ for $u<u_{j}$, without prejudice to monotonic selection. The first pair of conditions (A6), by contrast, imposes restrictions on $p_{j}(u), m_{j}(u)$ for values of $u$ that are affected by the requirements of the monotonic selection condition. Therefore, to accomplish our task we need to show that we can select $p_{j}(u), m_{j}(u)$ from $\Gamma(u)$ according to condition (A6), in a manner that respects the monotonic selection condition.

We have shown in part (a) that the image of the correspondence $\Gamma(u)$ is nonempty for all $u$ 's. When $u<u_{j}$ the maximum value of $\Gamma(u)$ is $u_{j}+\delta V_{j, j+1}$ which is constant independent of $u$. Therefore there is at least one selection $p_{j}(u) \equiv u_{j}+\delta V_{j, j+1}$ from correspondence $\Gamma(u)$ which is nondecreasing in $u$ when $u<u_{j}$. Let us now turn to the case $u \geq u_{j}$. This case is easily disposed of when it is also the case that $u_{j}+\delta V_{j, j+1}<D_{j, i}$, for in this subcase $m_{j}(u) \equiv 0$ and then $u-m_{j}(u)$ is nondecreasing in $u$ for $u>u_{j}$. Let us therefore focus on the subcase where $u_{j}+\delta V_{j, j+1} \geq D_{j, i}$. Assumption 1 guarantees that $\partial D_{j}(u) / \partial u>-1$
whenever the function is differentiable, which is almost always. Therefore

$$
\frac{\partial}{\partial u}\left[u_{j}+\delta V_{j, j+1}-D_{j}(u)\right]<1
$$

which means that the lower bound of the graph of $\Gamma$ never grows at a faster rate than $u$. It is therefore possible to select from $\Gamma(u)$ a function $m_{j}(u)$ with the property that $u-m_{j}(u)$ is nondecreasing in $u$ for $u>u_{j}$.
(c) We need to check that $u_{i}+\delta V_{i, j}$ is nondecreasing in $u_{i}$. To this end, rewrite the expression for $V_{i, j}$ obtained in part (a) using the notation developed in part (b):
$V_{j}(u)=\left\{\begin{array}{llll}\min \left[D_{j}(u), p_{j}(u)\right] & \text { if } \quad u<u_{j}, & \text { where } & p_{j}(u) \in \Gamma(u) \\ u+\delta V_{j+1}(u)-m_{j}(u) & \text { if } \quad u \geq u_{j}, & \text { where } & m_{j}(u) \in \Gamma(u) .\end{array}\right.$

Let's start with the case $u<u_{j}$. We have

$$
\begin{equation*}
\frac{\partial}{\partial u}\left[u+\delta V_{j}(u)\right]=1+\delta \frac{\partial}{\partial u} \min \left[D_{j}(u), p_{j}(u)\right] \tag{A7}
\end{equation*}
$$

Given any monotonically selected bi-matrix of prices and bribes, construct linear interpolations $p_{j}(u), m_{j}(u)$. By definition of monotonic selection the function $p_{j}(u)$ is nondecreasing, so $\partial p_{j}(u) / \partial u \geq 0$ whenever the function is differentiable, which is almost always. Also, Assumption 1 guarantees that $\partial D_{j}(u) / \partial u>-1$ whenever the function is differentiable, which is almost always. Since $\delta \leq 1$,
expression (A7) is strictly positive whenever the derivative is well-defined, which is almost always. Since $u+\delta V_{j}(u)$ is continuous in $u$, it follows that $u+\delta V_{j}(u)$ is strictly increasing in $u$ for $u<u_{j}$.

Let's now turn to the case $u \geq u_{j}$. We have

$$
\begin{aligned}
u+\delta V_{j}(u) & =u+\delta\left[u+\delta V_{j+1}(u)-m_{j}(u)\right] \\
& =u+\delta^{2} V_{j+1}(u)+\delta\left[u-m_{j}(u)\right] \\
& =\delta\left[\frac{u}{\delta}+\delta V_{j+1}(u)\right]+\delta\left[u-m_{j}(u)\right] .
\end{aligned}
$$

By assumption $u+\delta V_{j+1}(u)$ is nondecreasing in $u$, and since $\delta \leq 1$ the first term in brackets is, a fortiori, nondecreasing in $u$. As for the second term in brackets, by definition of monotonic selection we have that $u-m_{j}(u)$ is nondecreasing in $u$. Therefore the whole expression is nondecreasing in $u$ for $u>u_{j}$.
What happens to the function $V_{j}(u)$ at $u=u_{j}$ ? Denote by $D_{J}=D_{j}\left(u_{j}\right)$ the damages that need to be paid when taker $j$ meets an owner with the same value for the asset. Remember that $V_{j+1}\left(u_{j}\right)=V_{j, j+1}$. Then we can write

$$
\begin{aligned}
V_{j}\left(u_{j}^{-}\right) & =\min \left[D_{J}, u_{j}+\delta V_{j, j+1}\right] \\
V_{j}\left(u_{j}^{+}\right) & =u_{j}+\delta V_{j, j+1}-\max \left[0, u_{j}+\delta V_{j, j+1}-D_{J}\right] \\
& =\min \left[u_{j}+\delta V_{j, j+1}, D_{J}\right]
\end{aligned}
$$

So the function $V_{j}(u)$ is continuous at $u_{j}$. Therefore any bi-matrix selected in part (b) generates weak monotonicity of $V_{j}(u)$ across the entire range of $u$ 's.

## A3. Proof of Theorem 1

## PROOF:

Apply Lemma 1 to $j=T$. Since $V_{i, T+1}=f\left(u_{i}\right)$, for all $i$, and $f(\cdot)$ is any nondecreasing function (see 6 ), $u_{i}+\delta V_{i, T+1}$ is nondecreasing in $u_{i}$. Then there exists a set of monotonically selected bi-matrices $\left\{p_{T, i}, m_{T, i}\right\}_{i<T}$ each of which solves (A2), (A3), (3), (4), and (5); and each of which gives rise through 1 and 2 to a sequence of values $\left\{V_{i, T}\right\}_{i<T}$ which is nondecreasing in $u_{i}$. Pick any of these bi-matrices and associated values (Lemma 1 ensures that at least one exists). Repeat the process for $j=T-1, T-2, \ldots, 1$ to get a set of monotonically selected $\left\{p_{j, i}, m_{j, i},\right\}_{\substack{j=1, \ldots, T \\ i<j}}$ which solves (A2), (A3), (3), (4), and (5). The bimatrix $\left\{p_{j, i}, m_{j, i}\right\}_{\substack{j=1, \ldots, T \\ i<j}}$ satisfies conditions (1) through (2), and so is a bilateral bargaining solution; and satisfies (A2), (A3), which means it gives rise to an efficient allocation.

## A4. Example 3

Example 3 Let $u_{0}=10, u_{1}=9$ and $u_{2}=15$. Assume no discounting $(\delta=1)$. Also assume that we are in Scenario 1, namely, the world ends after period 2. The court applies a property rule, which is analytically equivalent to setting very high damages for all takings, i.e., $D_{j, i}=\infty$ for all $j, i$.
For an outcome to be efficient in period 2, agent 2 must gain possession of the asset from whoever owns it at the beginning of period 2 - agent 0 or agent 1 . We pick an outcome in which agent 0 has no bargaining power vis-a-vis agent 2, and agent 1 has full bargaining power vis-a-vis agent 2.

Let us first look at the interaction between owner $i=0$ and taker $j=2$. This interaction takes place in the subgame which arises after agent 0 retains possession of the asset in period 1 . The set of quantities which are efficient and compatible with a solution (i.e., satisfy 3,4 ) are found in the proof of Lemma 1 . The left-
hand column in the next table reproduces this set in the case where $u_{i}<u_{j}$; the right hand column shows the quantities that obtain given the allocation of bargaining powers that we chose.

| Bilateral bargaining solution correspondence | Selection for our example |
| :--- | :--- |
| $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, u_{j}+\delta V_{j, j+1}\right]$ | $p_{2,0}=u_{i}+\delta V_{i, j+1}=10$ |
| $m_{j, i} \in\left[0, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right]$ | $m_{2,0}=\infty$ |
| $V_{i, j}=\min \left[D_{j, i}, p_{j, i}\right]$ | $V_{0,2}=p_{2,0}=10$ |

Note that we have used $V_{i, j+1}=0$ to translate the left-hand (LH) column into the right-hand $(\mathrm{RH})$ column. This equality holds since $j+1$ is the last period in this example. Let us discuss our selection in the RH column, from the set of bargaining solutions in the LH column. Our selection of $m_{2,0}$ is immaterial because bribes are not paid in equilibrium (given the very high damages, agent 2 does not have a credible threat to take the asset). Our selection of $p_{2,0}$, in contrast, is critical because the asset would be traded in this subgame. We selected the lowest level of $p_{2,0}$ compatible with a bargaining solution. This choice corresponds to agent 2 having all the bargaining power vis-a-vis agent 0 .

Next let us consider the interaction between owner $i=1$ and taker $j=2$. This interaction takes place in the subgame which arises after agent 1 takes from agent 0 in period 1. As before, $u_{i}<u_{j}$, and the bargaining solution quantities are presented in the following table.

| Bilateral Bargaining Solution correspondence | Selection for our example |
| :--- | :--- |
| $p_{j, i} \in\left[u_{i}+\delta V_{i, j+1}, u_{j}+\delta V_{j, j+1}\right]$ | $p_{2,1}=u_{j}+\delta V_{j, j+1}=15$ |
| $m_{j, i} \in\left[0, \max \left\{0, u_{i}+\delta V_{i, j+1}-D_{j, i}\right\}\right]$ | $m_{2,1}=\infty$ |
| $V_{i, j}=\min \left[D_{j, i}, p_{j, i}\right]$ | $V_{1,2}=p_{2,1}=15$ |

Note that we have used $V_{j, j+1}=0$ to translate the LH column into the RH column. Let us discuss our selection in the RH column. Again the selection of $m_{2,1}$ is immaterial. For $p_{2,1}$, in contrast with the previous case, we select the highest level of $m_{2,1}$ compatible with a bargaining solution. This choice corresponds to agent 1 having all the bargaining power vis-a-vis agent 2 .

Now let's move up one period. For the outcome to be efficient in period 1 , the asset must remain with agent 0 . But this outcome would be difficult to support as a solution since, despite agent 0 's higher use value ( 10 vs .9 ), the asset is worth more to agent 1 . Specifically, the asset is worth $u_{1}+V_{1,2}=9+15=24$ to agent 1 , but only $u_{0}+V_{0,2}=10+10=20$ to agent 0 . There is a range of prices ( $p_{1,0} \in[20,24]$ ) that support a mutually beneficial, yet socially inefficient, trade in period 1 .

This example illustrates that there can be inefficiencies if bargaining power is not positively correlated with valuation, also when possession is protected with a property rule. In the example, agent 0 has a higher valuation but less bargaining power than agent 1. Formally, the problem is that monotone selection is violated: even though $u_{0}>u_{1}$, we have

$$
p_{2,0}=10<15=p_{2,1} .
$$

## A5. Proof of Theorem 2

The $\widehat{p}_{j, i}, \widehat{m}_{j, i}$ defined in Table 1 satisfy an induction property analogous to Lemma 1. This property ensures the existence of an efficient solution. The proof is identical to the proof of Theorem 1, except Lemma 1 needs to be replaced by the following lemma:

LEMMA 2: Fix $j,\left\{D_{j, i}\right\}_{i<j},\left\{V_{i, j+1}\right\}_{i<j+1}$, and any $\alpha_{1}, \alpha_{2} \in[0,1]$. Assume

Assumption 2 holds. Assume that the quantity $u_{i}+\delta V_{i, j+1}$ is nondecreasing in $u_{i}$ over all $i<j+1$. Then:
(a) The bi-matrix $\left\{\widehat{p}_{j, i}, \widehat{m}_{j, i}\right\}_{i<j}$ solves (A2), (A3), (3), (4), and (5).
(b) $\widehat{p}_{j, i}$ is nondecreasing in $u_{i}$ across all $u_{i}<u_{j}$ and $u_{i}-\widehat{m}_{j, i}+\delta V_{i, j+1}$ is nondecreasing in $u_{i}$ for $u_{i}>u_{j}$.
(c) The bi-matrix $\left\{\widehat{p}_{j, i}, \widehat{m}_{j, i}\right\}_{i<j}$ gives rise to $u_{i}+\delta V_{i, j}$ (defined by 1 and 2)
which is nondecreasing in $u_{i}$ over all $i<j$.

## PROOF:

Part (a) This is true because $\widehat{p}_{j, i}$ and $\widehat{m}_{j, i}$ are selected from Table A.A2 in the proof of Lemma 1.

Part (b) When $u_{i}<u_{j}$ we have

$$
\widehat{p}_{j, i}=\alpha_{1}\left[u_{i}+\delta V_{i, j+1}\right]+\left(1-\alpha_{1}\right)\left[u_{j}+\delta V_{j, j+1}\right] .
$$

Since $u_{i}+\delta V_{i, j+1}$ is nondecreasing in $u_{i}$, the desired property is established.
When $u_{i}>u_{j}$ and $u_{j}+\delta V_{j, j+1}<D_{j, i}$ we have $\widehat{m}_{j, i} \equiv 0$. Then $u_{i}-\widehat{m}_{j, i}+$ $\delta V_{i, j+1}=u_{i}+\delta V_{i, j+1}$, and the latter is nondecreasing in $u_{i}$ by assumption, so the required property is guaranteed. When $u_{i}>u_{j}$ and $u_{j}+\delta V_{j, j+1} \geq D_{j, i}$ we have

$$
\widehat{m}_{j, i}=\alpha_{2}\left(u_{j}+\delta V_{j, j+1}-D_{j, i}\right)+\left(1-\alpha_{2}\right)\left(u_{i}+\delta V_{i, j+1}-D_{j, i}\right)
$$

Let us rewrite this expression using the notation developed in the proof of Lemma 1.

$$
\widehat{m}_{j}(u)=\alpha_{2}\left(u_{j}+\delta V_{j, j+1}-D_{j}(u)\right)+\left(1-\alpha_{2}\right)\left(u+\delta V_{j+1}(u)-D_{j}(u)\right) .
$$

Plugging this expression into $u-\widehat{m}_{j}(u)+\delta V_{j+1}(u)$ and simplifying yields

$$
u-\widehat{m}_{j}(u)+\delta V_{j+1}(u)=\alpha_{2}\left(u+\delta V_{j+1}(u)\right)+D_{j}(u)-\alpha_{2}\left(u_{j}+\delta V_{j, j+1}\right)
$$

Since $u+\delta V_{j+1}(u)$ is nondecreasing in $u$ by assumption, and $D_{j}(u)$ is nondecreasing in light of Assumption 2, it follows that this function is nondecreasing in $u$ Thus the desired property is established.

Part (c) That $u_{i}+\delta V_{i, j}$ is nondecreasing in $u_{i}$ is proved replicating verbatim the proof of part c Lemma 1 .
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[^1]:    ${ }^{1}$ While we allow for weak property rights, we nevertheless assume the existence of a strong state. The state plays a crucial role in the efficiency result, by enforcing the (possibly small) damages awards and the bilateral contracts which need to be executed in equilibrium.

[^2]:    ${ }^{2}$ On the eight compulasry licenses - see http://www.copyright.gov/licensing/. The fees for the compulsory licenses are updated periodically by the Copyright Royalty Board. See http://www.loc.gov/crb/. The fair use doctrine is codified in 17 U.S.C. 107. On compolsory licenses in patent law - see, e.g., Swiss Patent Law, Art. 36. The recent Supreme Court decision is: eBay Inc. v. MercExchange, L.L.C., 547 U.S. 388 (2006).

[^3]:    ${ }^{3}$ Even if we maintain the grand bargain requirement, it would be of interest to identify a specific bargaining protocol that could implement the efficienct outcome, i.e., a bargaining protocol that would specify how the multiple parties arrive at the efficient outcome - at this grand bargain. One such protocol could entail a random allocation of entitlements followed by a series of bilateral negotiations - a protocol that bears some resemblance to our model. We thank Eric Talley for pointing this out.

[^4]:    ${ }^{4}$ We will use the word "owner" instead of the possibly more precise "possessor."
    ${ }^{5}$ Several special cases, resonating with legal practice, are worth noting: The law generally views damages as compensation for deprived use. If owner $i$ loses an asset to a taker in period $j$, then this owner loses a stream of discounted per-period use values. In Scenario 1, where the world ends after period $T$, this stream of use values, and the corresonding damages, equal $D_{j, i}=\sum_{t=j}^{T} \delta^{t-j} u_{i}$; in Scenario 2, where takers appear for only $T$ periods, the stream of use values, and the corresonding damages, equal $D_{i}=u_{i} /(1-\delta)$. Often courts charged with assessing damages cannot observe individual use values; rather they use a common estimate $u$ for all owners' per-period use values. Damages are then $D_{j}=\sum_{t=j}^{T} \delta^{t-j} u$ in Scenario 1 and $D=u /(1-\delta)$ in Scenario 2. Note that, in this last case, $D_{j, i} \equiv D$ is independent of $i$ and $j$. In these special cases, damages reflect the hypothetical multi-period use values that were deprived by the taking. In theory, compensatory damages should reflect also lost proceeds from potential future sales of the asset and saved costs of bribes that the owner would need to pay future takers. In reality, however, courts cannot be expected to calculate such ideal compensatory damages. In any event, our main results apply to any general measure of damages $D_{j, i}$, which includes ideal compensatory damages.
    ${ }^{6}$ One might equivalently recast this legal framework as positing the existence of two entitlements: the owner's entitlement to keep the object, and the taker's entitlement to take it; with both entitlements being protected by a property rule. In this equivalent framework, the level of damages defines the relative strength of these two entitlements.

[^5]:    ${ }^{9}$ For example, suppose that in equilibrium the object is taken. Then neither $p_{j, i}$ nor $m_{j, i}$ are paid out; these "prices" are "out of equilibrium" as it were. In this case $p_{j, i}$ and $m_{j, i}$ can be set at arbitrary values which happen to satisfy the equilibrium equations. For example, we may set $p_{j, i}=\infty$ and $m_{j, i}=0$. Such values, from the viewpoint of price-taking agents, are moot: no taker would buy the object at such a high price $p_{j, i}$, nor would she agree to go away for a bribe of zero. Ergo, the taker must be taking the object in exchange for $D_{j, i}$. This is how the agent's choice in some bargaining game (take the object) is supported in a price-taking environment.

[^6]:    ${ }^{10}$ Markov-perfection does not, however, rule out the possibility that the equilibrium outcome may depend on the owner's identity. This could happen, for example, if there are multiple equilibria in the stage game, and the equilibria are selected based on the owner's identity.

[^7]:    ${ }^{11}$ Assumption 1 is satisfied in all the special cases discussed in footnote 5. In particular, if the court can observe individual use values, and $u_{h}<u_{i}$, then in Scenario 1 we have $D_{i}-D_{h}=\sum_{t=j}^{T} \delta^{t-j} u_{i}-$ $\sum_{t=j}^{T} \delta^{t-j} u_{h}=\sum_{t=j}^{T} \delta^{t-j}\left(u_{i}-u_{h}\right)>u_{h}-u_{i} ;$ and in Scenario 2 we have $D_{i}-D_{h}=\left(u_{i}-u_{h}\right) /(1-\delta)>$
    $u_{h}-u_{i}$. If the court cannot observe individual use values and uses a common estimate $u$ for all owners' per-period use values, then in both Scenario 1 and Scenario $2 D_{j, i}-D_{j, h}=0>u_{h}-u_{i}$.

[^8]:    ${ }^{12}$ The idea that lump sum transfers may sometimes help induce efficient investment is not new, of course. See, for example, Aghion, Dewatripont, and Rey (1994). Appendix B, which is not for publication, develops a simple example, where efficient investments obtain under a liability rule, but not under a property rule.

[^9]:    ${ }^{13}$ Kaplow and Shavell (1996) argue that asymmetric information leads to inefficient outcomes under both property rules and liability rules and conclude: "it may be that either rule is better" (p. 764). Kaplow and Shavell add that if current owners are assumed to enjoy higher values such that asset transfers are rarely efficient, then property rules would be superior, since the cost of failed bargaining, due to asymmetric information, would be small. Under liability rules, bargaining would be needed also to prevent inefficient transfers, so the cost of failed bargaining would be larger.

    There is a debate in the literature about whether liability rules facilitate bargaining in the presence of asymmetric information. Compare: Ayres and Talley (1995) to Kaplow and Shavell (1995).
    ${ }^{14}$ The short period problem raises another concern: Consider a high-value owner who retains possession of the asset across many short periods, but must continuously bargain, and bribe, takers. Can this owner enjoy the asset while (continuously) bargaining with takers? If the answer is no, then our analysis would not apply.

