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Abstract 

 

Law is for humans. Humans suffer from cognitive limitations. Legal institutions can help 
humans by making these limitations irrelevant. This experiment shows that strong property 
rights serve this function. In theory, efficient outcomes obtain even without strong property 
rights. In a hypothetical world where cognitive ability is perfect, individuals would not en-
gage in wasteful taking wars. A party would not take another’s good, if she expects that the 
good will ultimately be taken back. By contrast, the large majority of experimental subjects 
takes a token good when interacting with a computer they know to maximize profit, and 
that has a symmetric ability to take the good back. Experience mitigates the inefficiency, 
but does not eliminate it; and in the real world relevant experience is often lacking. We show 
that cognitive limitations prevent weak property rights – imperfectly enforced property rules 
and liability rules with low damages – from securing efficient outcomes. Strong property 
rights should be preferred, because they are dummy proof. 
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1. Introduction 

Should an entitlement be protected with a strong property rule or rather with a weaker lia-
bility rule? A large literature in law and economics has studied this question; and the debate 
rages on (see Calabresi and Melamed 1972, Kaplow and Shavell 1996, Bebchuk 2001, Ayres 
2005, Bar-Gill and Bebchuk 2010, Bar-Gill and Persico 2016, Bar-Gill and Persico 2019). One 
important critique of liability rules, especially when the cost of taking is small, is that a low-
valuation party might inefficiently take from a high-valuation party. The concern is two-fold: 
(1) the asset might end up in the hands of a low-valuation user (an allocative efficiency 
concern), and (2) wasteful taking costs might be incurred. In this project we focus on the 
second. 

Of course, with no bargaining costs and symmetric information, Coasean bargaining would 
prevent such an inefficient outcome. In earlier work, we have tested the limits of Coasean 
bargaining, both in the complete absence of property rights (Bar-Gill and Engel 2016), and 
when property rights are protected by liability rules with different levels of damages for tak-
ing (Bar-Gill and Engel 2018). But even in the absence of Coasean bargaining, an inefficient 
outcome can be avoided. If a rational taker anticipates that the original owner would take 
back the asset, then she may decide not to take in the first place, especially if taking is not 
free of charge. Why incur a taking cost, if you don’t expect to keep the asset? Sequential 
takings have been studied in the theoretical literature (see Calabresi and Melamed 1972, 
Kaplow and Shavell 1996, Bebchuk 2001, Ayres 2005, Bar-Gill and Bebchuk 2010, Bar-Gill 
and Persico 2016, Bar-Gill and Persico 2019). In this paper, we use an experiment to assess 
the ability of sequential takings to secure efficiency. 

The protective effect of the threat of a retaking requires rationality, specifically the ability to 
look ahead, anticipate future takings and calculate their implications for the present deci-
sion whether or not to take the asset. This requirement may be demanding, especially if 
multiple rounds of taking (and retaking) are possible. Moreover, rationality (in this sense) 
must be common knowledge. Yet experimental studies have shown that thinking ahead is 
hard – that most people can think only a few steps ahead (Bosch-Domenech, Montalvo et 
al. 2002, Kübler and Weizsäcker 2004, Crawford and Iriberri 2007, Sbriglia 2008).1 And the-
oretical work has modeled such level-k reasoning (see Nagel 1995, Stahl and Wilson 1995, 
Arad and Rubinstein 2012a, Arad and Rubinstein 2012b).2  

We study the relationship between rationality and efficiency when taking is costly and the 
cost of taking is common knowledge. In a classic liability regime, the cost of taking is a 
transfer. If she decides to take, the taker is obliged to pay the legally defined amount of 

                                       
1  For more references, see the lit review in the hypothesis section. 
2  Level k models allows for players with different levels of sophistication: Level-0 players make uniform 

choices based on a simple decision rule; Level-1 players are more sophisticated, choosing the optimal 
strategic response to Level-0 players; Level-2 players are able to choose the best response to Level-1 
players’ strategy and so forth. The experimental investigation found that subjects rarely think more than 
3 steps ahead (or, more accurately, the experimental results were consistent with subjects using Level-
3 reasoning at most). To be precise, the level-k reasoning model measures the “depth” of reasoning in a 
simultaneous-move game, which is related, but not identical to the “thinking ahead” notion in our dy-
namic takings game. 
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compensation to the original owner. This transfer raises additional behavioral concerns that 
we have tested in earlier work. In this paper, we bracket these additional concerns and focus 
on taking costs that are not transfers. A legally-imposed fine is an example. Another exam-
ple is “technological” taking cost – when the original owner protected the good (with locks, 
walls or firewalls) and the taker must incur a cost to overcome these protective measures. 
A third example involves customization: the original owner may have customized the good 
for a particular use and the taker, if she intends a different use, must incur her own custom-
ization costs.  

Note that taking might occur, and these taking costs might be incurred, only when property 
rights are weak. And property rights are weak, when they are protected by an imperfectly 
enforced property rule or by a liability rule with low damages that might also be imperfectly 
enforced. Imperfect enforcement is common. Budget-constrained prosecutors tend to fo-
cus on serious crime, not on the theft (taking) of small-value items. Even for higher-value 
assets, like cars, prosecution rates are small. And owners who had their assets taken might 
not bring a lawsuit, if the economic value of the stolen item is small relative to the cost of 
litigation. 

If the cost of taking is sufficiently small, there may be multiple rounds of taking. The taker 
takes, the original owner takes back, the taker takes again, and so on, until one party has no 
more money to fund a taking (or retaking). (When taking costs are transfers, the damages 
paid by one agent can be used by the other agent to fund additional rounds of taking and 
retaking. We abstract from this possibility by focusing on taking costs that are not trans-
fers.) When agents are fully rational much taking is avoided, as the agent anticipates that 
retaking, and perhaps several rounds of taking and retaking, will leave her without the good 
and having wasted resources on futile takings (and retakings). But when agents are bound-
edly rational (in the sense of limited foresight), socially wasteful taking costs might be in-
curred and inefficient taking might be observed. This is indeed what we find. Since strong 
property rights guarantee efficiency regardless of the parties’ sophistication,3 these find-
ings favor “dummy proof” strong property rights. 

In our experiment, one human participant interacts with a computer known to maximize 
profit. This design choice allows us to bracket all the behavioral effects that are triggered 
by the interaction with another human agent. Simplifying on these other dimensions, we 
can extend the experiment to allow for multiple rounds of taking and focus on the question 
of rationality: Can people think ahead and thus avoid wasteful takings? 

There is one unit of a token good. Each player, if not currently in possession of the good, 
can take it from the other player. Taking is costly, though; the cost of taking is a deadweight 
loss – a transaction cost (not a transfer from the taker to the dispossessed party). At the 
end of the experiment, the good is redeemed by the experimenter from whoever possesses 
the good at this point. Valuations (redemption values) are common knowledge, as is the 

                                       
3  This claim is not obvious. Thinking ahead may be needed also in a property rule regime, e.g., the price 

that B is willing to pay for A’s asset may depend on the price that B expects to obtain by later selling the 
asset to C. Still, such thinking ahead is less critical for the efficiency of property rules. See Bar-Gill and 
Persico (2019). 
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cost of taking. All treatment variation is between subjects. In all treatments, the computer 
originally possesses the good. We always have one (human or computer) player who values 
the good at 100 (H), and one who values it at 80 (L). Each player can use an endowment to 
“fund” the cost of taking. Any amount not used for taking is for the player to keep.4  

We run two (related) studies. In study 1, we keep the following elements constant: the com-
puter is originally endowed with the good; the computer has low valuation; taking costs are 
symmetric; and each party has an endowment of 40 that can be used to fund takings. Be-
tween subjects we manipulate the cost of taking. We set it to 40, 20, 10 or 5. With common 
knowledge of rationality, there should not be any treatment effects. As the taking cost is 
symmetric, the human player should never take the good, as ultimately the computer would 
take it back (there could possibly be several rounds of taking and retaking), and both players 
lose their endowments. This study manipulates the required degree of sophistication: The 
smaller the taking cost, the more mental steps are needed to find the profit maximizing 
(initial) choice (since the fixed endowment of 40 allows for more rounds of taking and re-
taking). Other behavioral forces, beyond the limited ability to think ahead, may also be at 
play: On the one hand, the experience of seeing the good taken back might alert participants 
to the fact that taking makes no sense; this would be a learning effect. On the other hand, 
participants might be tempted to throw good money after bad – a sunk cost effect.  

Study 2 is a 2x2 between subjects design. In one dimension we manipulate whether the 
human participant or the computer has low valuation. In the second dimension we either fix 
the cost of taking at 20 for both players, or we set the cost of taking at 40 for the high-
valuation player and at 20 for the low-valuation player. With common knowledge of ration-
ality and symmetric taking costs, irrespective of valuations the good stays with the original 
possessor (the computer player). Taking is futile, as the original possessor would just take 
the good back. With asymmetric taking costs, the good always ends up with the player who 
has the lower taking cost (which by design is the low-valuation player). If the computer has 
lower taking costs, it makes no sense for the human player to take (since the computer 
would just take back). If the human player has lower taking costs, she should take the good. 
The computer will not take it back, since then the human player would just retake. We test 
whether these straightforward theoretical predictions obtain in the experimental setting.5 
Study 2 is meant to isolate two behavioral effects that might drive the decision to take (or 
not), so that we can focus on the main variable of interest – rationality or sophistication. 
First, Study 2 isolates the behavioral motivation to take because your – the human player’s 
– valuation is higher, so that it seems fair or efficient that you get the good. Second, Study 2 

                                       
4  Players cannot “borrow” against the redemption value of the good to fund takings; this also implies that 

participants can never lose money in the experiment. 
5  The only related experimental study of which we are aware is by one of us with a different coauthor 

(Engel and Kleine 2015). That experiment studies whether costly innovation is deterred if the innovator 
must be afraid that bystanders, who have not contributed to the cost of innovation, imitate them. If ap-
propriation is costly, this does not deter investment into innovation, not even if imitation reduces the 
innovator’s profit. The current experiment mainly differs in three respects: (a) the effect of appropriation 
is more radical: if the token is appropriated, the valuation of the former possessor is zero (unless she 
decides to take it back); (b) a human participant interacts with the computer, so that social preferences 
and normative convictions should not play a role; most importantly (c) taking and taking back is possible, 
so that there is a need for strategic sophistication. 
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isolates the effect of symmetry or asymmetry in the parties’ taking costs. Symmetry, and 
even more beneficial asymmetry, might create an impression of entitlement. 

Results are even stronger than we had expected when designing the experiment. Even if the 
cost of taking is so high that participants only have to think a single step ahead to see that 
taking makes no sense, the large majority of participants take the good. The propensity to 
make this mistake is significantly lower for more intelligent participants; we measure intel-
ligence using the cognitive reflection test. Interestingly, when asked, after the main experi-
ment, what a participant should have done in the initial round to maximize profit, a large 
majority gives the correct answer. This suggests that anticipation does not suffice. Many 
participants seem to need the actual experience of the good being retaken before they fully 
understand the nature of the game.  

Since this experience effect was unexpected, we supplemented the main experiment with 
four additional treatments (study 3). In these treatments, the game has two parts. The first 
part is identical to one of the treatments in Study 1. The second part of the experiment is 
very similar to the first, with only some minor changes (in the parameter values) to make 
the similarity a bit less obvious. With this design, we give participants a chance to learn 
from experience. If they took the good in the first part, they see that the computer retakes 
the good and learn that taking does not pay. We are chiefly interested in the choices that 
these participants make in the second part. In this part, we manipulate the cost of taking, 
such that 1, 2, 4 or 8 steps of anticipation are needed to see the final outcome. We find a 
small, weakly significant effect in the expected direction: the more steps are needed, the 
less participants benefit from experience. Yet the main finding is a strong experience effect: 
a substantial majority of participants who have taken the good in the first part refrain from 
taking the good in the second part. 

As noted above, we focus on one important type of inefficiency – incurring socially wasteful 
taking costs. A different type of inefficiency is associated with the misallocation of the good 
– when the good ends up with the low-valuation party. We defer the full exploration of such 
allocative inefficiency to future work. And yet our findings about wasteful taking costs raise 
concerns about allocative inefficiency as well. If the threat of retaking does not deter an 
initial taking because most people simply cannot think two steps ahead, then the same 
threat of retaking would not prevent a low-valuation taker from dispossessing a high-valu-
ation owner. 

The remainder of the paper is organized as follows: in the next section, we develop hypoth-
eses. Section 3 explains the design of the main experiment. Section 4 reports results from 
the main experiment. Section 5 reports the design and the results of the supplementary 
study 3. Section 6 concludes with discussion. 
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2. Hypotheses 

Rational Choice. As explained in the Introduction, the rational choice prediction is straight-
forward. It yields the following hypothesis: 

Hypothesis 1:  

a) With symmetric taking costs, the human player does not take the good. 

b) With asymmetric taking costs, if the computer has lower taking costs, the human 
player does not take the good. 

c) With asymmetric taking costs, if the human player has lower taking costs, she takes 
the good (and keeps it). 

d) It does not matter whether the computer or the human player has high valuation for 
the good. 

Hypotheses 1(a) and 1(b) can be further bolstered by risk aversion; the human player would 
be concerned that the investment in acquiring the good (by initially taking it) would be lost 
(by the computer taking it back). 

Behavioral Qualifications – Round 1: Limited Sophistication. There is a rich literature on 
cognitive limitations (see e.g. Frederick 2005, Burks, Carpenter et al. 2009, Chen, Chiu et al. 
2012, Deck and Jahedi 2015, Benito-Ostolaza, Hernández et al. 2016, Branas-Garza and 
Smith 2016, Fehr and Huck 2016). For the purposes of this study, of particular relevance 
are experiments that show limited foresight (Jehiel 2001), violations of backward induction 
(Binmore, McCarthy et al. 2002, Johnson, Camerer et al. 2002), a lack of strategic sophisti-
cation (Costa‐Gomes, Crawford et al. 2001, Carpenter, Graham et al. 2013, Sutter, Czermak 
et al. 2013, Georganas, Healy et al. 2015, Polonio, Di Guida et al. 2015, Allred, Duffy et al. 
2016, Fe and Gill 2018), and limited depth of reasoning (Colman 2003, Kübler and 
Weizsäcker 2004, Ohtsubo and Rapoport 2006, Strzalecki 2014, Alaoui and Penta 2015, 
Kneeland 2016), as well as experiments that address strategic complexity (Jones 2014, 
Muto 2014). These effects have in particular been studied in beauty contest games, as find-
ing the normative solution requires “level k” reasoning, i.e. an infinite regress (Sbriglia 2008, 
Burnham, Cesarini et al. 2009, Gill and Prowse 2011, Brañas-Garza, Garcia-Munoz et al. 
2012, Breitmoser 2012, Luccasen III 2013, Chen, Du et al. 2014, Shapiro, Shi et al. 2014), but 
also in other contests (Crawford and Iriberri 2007, Bernard 2010, Crawford 2018), the cen-
tipede game (McKelvey and Palfrey 1992, Kawagoe and Takizawa 2012), the Colonel Blotto 
game (Arad and Rubinstein 2012b), sender-receiver games (Kawagoe and Takizawa 2009), 
guessing games (Nagel 1995), and in the arguably much more accessible 11-20 money re-
quest game introduced by Arad and Rubinstein (2012a) (see also Lindner and Sutter 2013). 

In our experiment, human participants interact with a computer they know to be maximizing 
profit. This design feature brackets strategic uncertainty (cf. Agranov and Palfrey 2015). 
Participants need not generate beliefs about the degree of sophistication of their counter-
part. Only their own sophistication is at stake. The lower the taking costs, the human player 
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must reason (or anticipate) more steps ahead to realize that taking is pointless. Since think-
ing more steps ahead is harder, we have the following hypothesis:  

Hypothesis 2: When taking costs are lower, the human player is more likely to inef-
ficiently take the good. 

Behavioral Qualifications – Round 2: Overoptimism, illusion of control, better than average 
effect. A series of well-established behavioral effects question Hypothesis 1. Participants 
interact with a computer they know will maximize profit. This brackets all fairness consid-
erations, and moral inhibition against taking, perceived as stealing. Participants are also not 
induced to react to actions by their counterparts that they perceive as unfair or immoral. 
Yet there may be cognitive effects. Participants may be overly optimistic (Van den Steen 
2004, Lowe and Ziedonis 2006, Herz, Schunk et al. 2014, Tong, Feiler et al. 2018), they may 
fall prey to the illusion of control (Langer 1975, Langer and Roth 1975, McKenna 1993, 
Koehler, Gibbs et al. 1994, Kottemann, Davis et al. 1994, Presson and Benassi 1996) and 
they may wrongly expect to be “better than average” (the computer included) (Alicke, Klotz 
et al. 1995, Larrick, Burson et al. 2007, Guenther and Alicke 2010, Brown 2012). Also, if the 
valuation of the human participant is high, she may be more easily trapped by a seeming 
efficiency argument, or by falsely equating valuation with strength. 

Bias against doing nothing. If the cost of taking is symmetric, the human player maximizes 
profit by not doing anything. Yet behaviorally it may be difficult not to seize the only option 
to become active (cf. Tykocinski and Ortmann 2011), also because of an experimenter de-
mand effect (Sawyer 1975, Nichols and Maner 2008, Zizzo 2010, Fleming and Zizzo 2015, 
De Quidt, Haushofer et al. 2018, Mummolo and Peterson 2018). 

The considerations in the previous two paragraphs give us the following behavioral hypoth-
esis (which applies even when taking costs are high and thus there is no need to think many 
steps ahead):  

Hypothesis 3:  

a) Human players take the good also when the taking costs are symmetric. 

b) Human players take the good also when taking costs are asymmetric and the com-
puter’s taking costs are lower. 

c) If the human player has high valuation, she is more likely to take the good. 

Behavioral Qualifications – Round 3: Learning from experience and the sunk-cost fallacy. 
Perfectly rational players immediately understand the game-theoretic solution and play as 
described in Hypothesis 1. Imperfectly rational players may learn from their interactions 
with the computer. Specifically, they might make mistakes (in the sense of deviating from 
the game-theoretic solution) and learn from the computer’s reactions to these mistakes (on 
learning from experience – see, generally, Kolb 2014). It has been shown that experience 
helps participants overcome limits in strategic thinking (Camerer and Ho 1999, Dufwenberg, 
Lindqvist et al. 2005, Gneezy, Rustichini et al. 2010), in particular in a beauty contest 
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(Schnusenberg and Gallo 2011, Kocher, Sutter et al. 2014). With lower taking cost, players 
have more opportunities to learn from experience. This is why we expect: 

Hypothesis 4: The lower the taking cost, the lower the fraction of the endowment 
wasted on inefficient takings. 

But learning might also work differently. With higher taking cost, the human player may have 
fewer opportunities to learn, but each opportunity then teaches a more powerful lesson 
(given the higher cost that is incurred). And with lower taking cost, players may suffer from 
the sunk cost fallacy – an effect that may counter the learning effect. If a participant has 
once taken the good from the computer although this will ultimately not maximize her profit, 
she may be tempted to throw good money after bad (Garland 1990, van Putten, Zeelenberg 
et al. 2010), and fall prey to the sunk cost fallacy (Arkes and Ayton 1999, Augenblick 2015, 
Roth, Robbert et al. 2015, Haita-Falah 2017). This gives us the competing hypothesis: 

Hypothesis 5: The lower the taking cost, the higher the fraction of the endowment 
wasted on inefficient takings. 

3. Design 

Setting.  We let one human participant interact with a computer. Participants know that the 
computer is programmed to maximize profit. Each player – the human player and the com-
puter – are endowed with an initial sum. There is one unit of a token good, which is originally 
possessed by the computer. Each player, if not currently in possession of the good, can take 
it from the other player. To take, the player must pay a taking cost, funded by the initial 
endowment. Any amount not used to fund takings is for the player to keep. At the end of 
the experiment, the good is redeemed by the experimenter from whoever possesses the 
good (and, practically, only from the human player if she ends up with the good). Endow-
ments, valuations (redemption values) and taking costs are common knowledge.  

Study 1.  We fix the value of the good to the human player at 100, and at 80 to the computer. 
Taking costs are symmetric. Between subjects we manipulate the taking costs and set 
them at 40, 20, 10 or 5.  

Study 2.  The second study is a 2x2 between subjects design. In one dimension we manip-
ulate valuations. One player values the good at 100 (H), another at 80 (L). We manipulate 
whether the human player or the computer has the high (or low) valuation. In the second 
dimension we either fix the taking cost at 20 for both players, or we set the taking costs at 
40 for the high-valuation player and at 20 for the low-valuation player.  

Table 1 summarizes manipulations and treatments. 
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manipulation valuation taking cost 

study treatment human computer human computer 

1 

100 40 100 80 40 40 
100 20 100 80 20 20 
100 10 100 80 10 10 
100 5 100 80 5 5 

2 

100a 20 100 80 20 20 
80a 20 80 100 20 20 

100a 40a 100 80 40 20 
80a 20a 80 100 20 40 

 
Table 1 

Treatments 
 

Notes: In Study 1, each treatment is represented by a pair of numbers, where the first number is the value of the 
good to the human player (which is always 100), and the second number is the taking cost (40, 20, 10 or 5). In 
Study 2, we introduce asymmetry (denoted by the letter “a”), either only with respect to valuations (first and 
second treatments) or, additionally, with respect to taking cost. 
 
 
Sophistication.  A main goal of our experiment is to evaluate the relationship between 
player sophistication and efficiency. To see whether a lack of sophistication is critical for 
treatment effects, we administer, after the main experiment, the cognitive reflection test 
(Frederick 2005). As concerns have been voiced about habituation (Primi, Morsanyi et al. 
2014, Thomson and Oppenheimer 2016), we use the extended version developed by Toplak, 
West et al. (2014). 

Beliefs and Motives. Participants interact with a computer they know will maximize profit. 
They therefore do not need (descriptive) beliefs to predict the choice that their counterpart 
will make. But they might use their belief about what most people would do in the situation 
at hand as a heuristic for making their own choice. This is why, after the main experiment, 
but before giving participants feedback, we elicit descriptive beliefs. Also, as we have ex-
plained in the hypothesis section, the desire to maximize profit is not the only possible mo-
tive. To ascertain motives, we elicit, after the main experiment and before providing feed-
back, participants’ normative beliefs, by asking for the choice, in the first round, that would 
maximize profit. 

Further Controls. In the interest of having more scope for explaining results, after the main 
experiment, we run the 10item version of the Big5 (Rammstedt and John 2007), and ask for 
demographic information. 

Conduct. We have run the experiment in the EconLab of Hamburg University. We had 
planned to have 30 participants per treatment, but some invited participants did not show 
up. We effectively had 29 participants in all treatments of study 1, and 28 participants in all 
treatments of study 2, except for the 100a 40a treatment, where we only had 24 participants. 
130 of 224 participants (58.04%) were female. All but 5 participants were students, with 
various majors. The experiment was programmed in zTree (Fischbacher 2007). Participants 
were invited with hroot (Bock, Baetge et al. 2014).  The experiment lasted between 30 and 
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45 minutes. Participants on average earned €6.73 (equivalent to $7.55 on the first day of 
the experiment).  

4. Results 

Choices. Figure 1 summarizes the main result. Visibly, there is only a single treatment (80a 
20a) in which the majority of participants made the profit-maximizing choice. This is the 
treatment in which the cost of taking is asymmetric, and the human participant has lower 
cost. Hence this is the only treatment where a participant should take in the first round (and 
there is no second round, because the profit-maximizing computer does not take back). In 
this treatment, in the first round 71.4% of all participants make the efficient choice. In all 
other treatments, this fraction is below 50%: more than half of all participants waste money 
by inefficiently taking from the computer. 

 
 

 
 

Figure 1 
Percentage of Profit Maximizing (First Round) Choices, per Treatment 

 
We now turn to our hypotheses. In H1a we had predicted that human players do not take if 
the cost of taking is symmetric, i.e. in study 1 and in the 100a 20 and 80a 20 treatments of 
study 2. We find 69% taking in the 100 40 treatment, 65.5% in the 100 20 and the 100 10 
treatments, 72.4 % in the 100 5 treatment, 75% in the 100a 20 treatment, and 57.1% in the 
80a 20 treatment. 

We hypothesized that all participants refrain from taking the good in the first round, i.e., not 
taking is the normative choice. In terms of statistics, we thus have a hypothesis at the limit 
of the support. A single violation would already refute the hypothesis. We parry the statisti-
cal challenge by a series of binomial tests of the auxiliary hypothesis that the fraction of 
normative choices is bigger than 10%, 20% … 90%. Given our sample size, in a one-sided 
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test at α = 5%, we can exclude that the fraction of normative choices is bigger than 60% in 
the 100 40 and 100 20 treatments (each N = 29, p = .007), bigger than 50% in the 100 10 
treatment (N = 29, p = .024) and in the 100 5 treatment (N = 29, p = .013), bigger than 70% 
in the 100a 20 treatment (N = 28, p = .003) and in the 80a 20 treatment (N = 28, p = .006). If 
we pool the data over all 6 treatments with symmetric taking cost, we can exclude that the 
fraction of profit maximizing choices is above 50% (N = 172, p = .000006). We thus have 
support for the competing H3a and conclude 

Result 1: When the cost of taking is symmetric, the majority of participants take the 
good in the first round. 

In H1b we had predicted that participants would not take if the computer has lower cost, i.e. 
in treatment 100a 40a. Actually 58.3% do take. Given the rather small size of this sample, 
statistically we can only exclude that the rate of normative choices is 80% or higher (N = 24, 
p = .00004). We thus have support for the competing H3b and conclude 

Result 2: A substantial minority of participants take the good in the first round even 
when the computer’s cost of taking is lower. 

H1c  looks at the opposite situation, where the human player has lower taking cost than the 
computer, i.e. at the 80a 20a treatment. Descriptively in this treatment 71.4% maximize 
profit by taking the good in the first round. Statistically we can exclude that this fraction is 
below 50% (N = 28, p = .018). We conclude 

Result 3: The majority of participants take the good in the first round when the com-
puter’s cost of taking is higher. 

In H1d we had expected that the rate of normative choices would be the same regardless of 
who has higher valuation – the human player of the computer, i.e. that there is no difference 
between treatments 100a 20 and 80a 20. Indeed, we cannot reject the null hypothesis that 
choices are identical (regressing normative choice on treatment, N = 56, p = .164). This 
rejects H3c.  

H2 is motivated by a possible lack of sophistication. We had expected fewer efficient 
choices when the participant had to think more steps ahead. Hence taking in the first round 
should have been most frequent in the 100 5 treatment (at most 8 steps), less so in the 100 
10 treatment (at most 4 steps), even less in the 100 20 treatment (at most 2 steps), and 
least in the 100 40 treatment (at most 1 step). Figure 1 shows that this is not what we find. 
Descriptively, the take rate is indeed highest in the 100 5 treatment, but it is lowest in the 
100 20 and 100 10 treatments. Statistically we do not find any treatment differences. 

H4 and H5 make competing predictions, based on a beneficial effect of learning from expe-
rience vs. a detrimental effect from the sunk cost fallacy. As Figure 2 shows, we do not 
have a perfectly clear picture. In the 100a 20 treatment, choices strongly improve from the 
first to the second round. In the second round, little more than 20% of all participants take 
the good, while more than 70% had in the first round. In the 100 20 treatment, there is also 
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a positive development, but it is less pronounced. In the 80a 20 treatment, choices in both 
rounds are almost identical. Yet in the two treatments that make room for longer sequences 
(100 10, 100 5) overall curves slope down: taking becomes even more prevalent over time.  

 

 
 

Figure 2 
Normative Choices over Time 

We predicted that sophistication would be correlated with efficiency. We did not find that 
normative choices are less frequent when greater sophistication is required to discern the 
normative choice (i.e., when participants had to think more steps ahead). Still we found that 
sophistication matters. In Model 1 of Table 2,6 we regress whether the participant has made 
the normative choice (to take the good in treatment 80a 20a, and to not take it in the re-
maining treatments) on treatment and the participant’s CRT score – the number of logic 
problems, out of seven, that the participant solved correctly. As the regression shows, the 
better a participant is at solving these problems, the more likely she is to make the norma-
tive choice in the main experiment. A participant who answered all seven CRT problems 
correctly was 7 * 5.3 = 37.1% more likely to make the normative choice, as compared to a 
participant who did not answer any of the questions correctly. We conclude 

Result 4: The better a participant performs in the cognitive reflection test, the more 
likely she is to maximize profit in the main experiment. 

  

                                       
6  In the interest of facilitating the interpretation, we estimate linear probability models. Hence coefficients 

capture the marginal probability of being in one of the treatments, or of a one unit change in the remain-
ing regressors. 
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 model 1 model 2 model 3 model 4 

     
100 20 .047 

(.122) 
.072 
(.114) 

.066 
(.114) 

.036 
(.122) 

100 10 .071 
(.123) 

.121 
(.115) 

.106 
(.116) 

.099 
(.124) 

100 5 -.005 
(.123) 

.055 
(.115) 

.052 
(.115) 

.029 
(.122) 

100a 20 -.029 
(.124) 

.005 
(.116) 

.019 
(.116) 

-.009 
(.125) 

80a 20 .099 
(.124) 

.158 
(.116) 

.159 
(.116) 

.143 
(.122) 

100a 40a .100 
(.129) 

-.329* 
(.141) 

-.341* 
(.142) 

-.348* 
(.147) 

80a 20a .445*** 
(.124) 

.139 
(.127) 

.137 
(.127) 

.140 
(.133) 

CRT .053** 
(.017) 

.033* 
(.016) 

.036* 
(.016) 

.036* 
(.017) 

descriptive belief  .788*** 
(.137) 

.799*** 
(.137) 

.785*** 
(.143) 

normative belief   -.071 
(.071) 

-.069 
(.074) 

cons .080 
(.114) 

-.174 
(.115) 

-.134 
(.121) 

.175 
(.383) 

demographic controls NO NO NO YES 
N 224 224 224 224 

 
Table 2 

Regressions 
 

OLS 
dv: normative choice 

reference category: 100 40 
CRT: # of 7 tasks with normative solution; descriptive belief: % of session; normative belief: dummy that is 1 if participant 

correctly defines normative choice in first round; demographic controls: gender, age, student status, work experience 
(dummy), econ student (dummy), Big5 scores. Standard errors in parenthesis. *** p < .001, ** p < .01, * p < .05, + p < .1 

 
Taken together, these results suggest that whether participants make the normative choice 
is a matter of intelligence. But the majority is not intelligent enough to discern the normative 
choice, even if the game will be over in the next round. Thinking ahead a single step is al-
ready too much.  

Beliefs and Motives. After the main experiment, we elicit beliefs. Descriptive beliefs, i.e., 
the participant’s estimate about the fraction of her session that have made the normative 
choice, have high explanatory power (Models 2-4 in Table 2).  Two explanations (that are 
not mutually exclusive) are possible: (1) Participants believe that others are like them; and 
(2) Participants’ choice is influenced by what they believe others would do.  

 

Electronic copy available at: https://ssrn.com/abstract=3524877 Electronic copy available at: https://ssrn.com/abstract=3524877 



14 

With one exception,7 in all treatments more than 60% of participants correctly indicate the 
normative choice when explicitly asked for it (normative beliefs). But these normative be-
liefs are not significantly correlated with actual choices (Model 3 in Table 2). Did partici-
pants understand the game, but refrain from maximizing profit? They knew they were inter-
acting with a computer programmed to maximize profit. This makes it very unlikely that 
motivational effects, like social preferences, explain choices.   

A closer look at the design of the experiment offers a more convincing interpretation. We 
withheld feedback until the very end of the experiment, but participants experienced the 
computer’s reaction if they took the good in the initial round. If the cost of taking was low 
enough, they also experienced the computer’s reaction when they took the good back. 
Hence when asked for the normative choice, participants had the benefit of hindsight. This 
experience helped many participants to identify the normative choice. Pooled over all treat-
ments, normative beliefs are significantly more likely to be correct than first round choices 
(ttest, N = 224, p < .001). For most treatments, this also holds if we split the analysis by 
treatment: 100 40 (N = 29, p < .001); 100 20 (N = 29, p = .0078); 100 5 (N = 29, p = .0003); 
100a 20 (N = 28, p < .001); 80a 20 (N = 28, p = .0013); 100a 40a (N = 24, p = .008). The 
difference is only weakly significant for the 100 10 teatment (N = 29, p = .0805). And it is 
insignificant for the 80a 20a treatment. This is the treatment in which participants maximize 
profit by taking the good in the first round. 

We conclude 

Result 5: If maximizing profit requires that participants refrain from taking the good, 
they must have experienced that taking does not pay to understand the incentive 
structure. 

Model 4 shows that this finding is robust to adding Big5 scores and demographic infor-
mation as controls. 

5. The Benefit of Experience 

The design of the main experiment reflects our behavioural theory. In Hypothesis 4 and the 
literature motivating it, we had considered that experience matters. But we had expected it 
to already matter within a game of multiple rounds. This has not been the case. The mere 
fact that the computer retakes does not seem to teach participants a lesson. Yet when 
asked, after the main experiment is finished, which choice would have maximized profit, 
many more participants get it right. This suggests that experience only helps if the partici-
pant has indeed lost the good, and his endowment. While this explanation is strongly sug-
gested by the results of the main experiment, it was not part of our theory. As it is an ex 
post rationalization of the data, we sought to confirm the role of experience by running 
study 3, with four additional treatments.  

                                       
7  In the 100 10 treatment, only 55.2% indicate the correct normative choice. 
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In all of these treatments, the first part replicates the 100 20 treatment in the main experi-
ment: Participants interact with a computer they know to be programmed for profit maxi-
mization. The computer values the good at 80, the human participant at 100. The symmetric 
cost of taking is 20. The symmetric endowment for taking is 40. The good is initially allo-
cated to the computer. As the endowment and the cost of taking are symmetric, partici-
pants have no chance to keep the good. Yet to see this, they have to correctly anticipate 
two rounds of taking. When choosing in the first part of the experiment, participants only 
know that the experiment has further parts, not what these parts are about. 

Now we add a second part. In this second part, participants again interact with a computer 
programmed to maximize profit. They play a game with the same structure. To make the 
structural similarity a little less obvious, we multiply all parameters by 2. The cost of taking 
is either 80, 40, 20 or 10. Hence participants need 1, 2, 4 or 8 rounds of anticipation to see 
that taking is pointless. Participants receive choice-based compensation for both parts of 
the experiment.8 

Table 3 summarizes the four treatments. 

 

 
first round second round 

valuation taking cost taking en-
dowment valuation taking cost taking en-

dowment 

study treat-
ment 

hu-
man 

com-
puter 

hu-
man 

com-
puter 

both hu-
man 

com-
puter 

hu-
man 

com-
puter 

both 

3 

20 80 100 80 20 20 40 200 160 80 80 80 
20 40 100 80 20 20 40 200 160 40 40 80 
20 20 100 80 20 20 40 200 160 20 20 80 
20 10 100 80 20 20 40 200 160 10 10 80 

 
Table 3 

Treatments of Study 3 

We have run these supplementary treatments in the same lab, using the same software for 
inviting participants and for running the experiment.  We had 117 participants from the 
same subject pool (27 in the 20 40 condition, and 30 in the remaining conditions). Partici-
pants on average earned 10.38€ in the 20 80 condition, 12.39€ in the 20 40 condition, 13.23€ 
in the 20 20 condition, and 13.67€ in the 20 10 condition. 

As Figure 4 shows, we find pronounced experience effects. The effect is biggest in the 20 
40 treatment, where the fraction of participants who refrain from taking the good in the first 
round jumps from less than 30% without experience to more than 75% with experience (Wil-
coxon, N = 27, p = .0044, two-sided). We also find a strong experience effect in the 20 20 
condition, where the fraction of normative choices increases from more than 45% to more 
than 75% (Wilcoxon, N = 30, p = .0352).  It is a bit smaller in the 20 80 case (37% versus 60%, 

                                       
8  We accept the resulting possibility of hedging as we want to make sure that (a) participants truly feel the 

experience from the first part and (b) have a strong incentive to take the second part seriously. Note that 
this design gives us an upper bound of the experience effect. From study 1 we expect that many partici-
pants earn little or nothing in the first part. Therefore, they have a strong incentive to get it right in the 
second part. 
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n.s.), and least pronounced in the 20 10 condition (50% versus 60%, n.s.). Overall, the expe-
rience effect is clearly significant (N = 117, p = .0001).9 

 

 
 

Figure 3 
Study 3 Results 

 
We conclude –  
 

Result 6:   When participants have had a chance to experience, in an analogous situ-
ation, that taking is pointless, they are less likely to take the good in the first round. 

While experience matters, the magnitude of this effect does not vary in a systematic way 
across treatments.10 Taken together, our findings from the main experiment and the sup-
plementary treatments show that the key challenge for efficiency is not the need to antici-
pate multiple rounds of taking. The main deficiency is the need to engage in anticipation, 
however simple. This deficiency is at least partly cured by bad experiences in a closely sim-
ilar situation. Yet even then, the degree of inefficient taking remains pronounced. 

6. Conclusion 

The normative concern is even stronger than we had expected. For the large majority of 
participants, it is too much to anticipate even a single step. They take the good even if it 
would only have required a moment of reflection to see that the computer will immediately 

                                       
9  Despite the fact that the first part of the experiment is identical for all four supplementary treatments, 

descriptively the fraction of participants taking the good in the first round differs across these treatments 
(Figure 4). Yet these differences do not reach statistical significance. We also do not find a difference 
between choices in the first part of the supplementary treatments and choices in the (identical) 100 20 
condition. Regressions showing these non-effects are available from the authors upon request. 

10  We only find a weakly significant negative effect (p = .055), if we regress the fact that a participant has 
made the normative choice in the second part but not in the first part on treatment as a continuous 
variable. This additional regression is available from the authors upon request. 
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take it back, and that they will not have the means to retake it. The only intervention that 
helps is experience. 

In the interest of isolating the cognitive effect, we have given participants perfect infor-
mation about the preferences of their counterpart, and we have ruled out any motivational 
concerns. In the field, all these complications would be present. They might make it even 
harder to achieve efficiency. 

With our data, we have found a strong cognitive impediment to efficiency. Yet we cannot 
say whether participants have simply not been intelligent enough to see the normative 
choice, or whether they have fallen prey to one of the cognitive illusions discussed in the 
hypothesis section: participants might have been overly optimistic, they might have fallen 
prey to the illusion of control, they might have wrongly expected to be “better than average”, 
or they may have found it hard not to do anything.11 We leave discriminating between these 
cognitive effects to future work.  

The only reasonably effective remedy seems to be experience. This is good news and bad. 
In a world without (absolute) property rights, there would still be a way to achieve a higher 
degree of efficiency. Yet this intervention is costly. Individuals must first have lost money 
in a futile attempt at seizing an asset. Worse even: those from whom they take stand to 
lose a comparable amount, with no compensation for the transaction cost. And, since in 
the real world the second taking opportunity will not be identical to the first (unlike in the 
artificial lab environment), the learning effect may be even smaller than the one that we 
measured. 

We radically simplified the setting and studied a world with only two agents. And even in 
this simple world, we find rampant inefficiency. In the real world, with many potential takers, 
the cognitive requirements would be even more demanding and we would expect even more 
wasteful taking. 

Consequently, we have a clear normative message: in a counterfactual world where prop-
erty rights are weakly protected – by a liability rule or by an underenforced property rule – 
inefficiency is to be expected, as individuals will take a good even if it is very likely that they 
will not be able to keep it. To achieve efficient outcomes when property rights are weakly 
protected, we need a degree of sophistication that most people do not have. Strong prop-
erty rights do not require such sophistication. Adequately enforced property rules should 
be preferred, because they are dummy proof.  

                                       
11  Note though that doing nothing would also be the efficient choice in almost all situations of a hypothet-

ical world with no or weak property rights. 
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Instructions 

 
treatment variations are marked in yellow 

 
Main Experiment 

 
<Introduction> 
 
Feedback from all parts of the experiment is withheld until the very end of the entire exper-
iment. 
 
 

Part 1 
 
In this part of the experiment, you a paired with the computer. The computer is programmed 
to maximize profit.  
 
You and the computer are endowed with 40 ECU (experimental currency units). The com-
puter is additionally endowed with a token. If, at the end of this part of the experiment, the 
computer is in possession of the token, it is redeemed with *** 100 / 80 *** ECU. If, at the 
end of this part of the experiment, you are in possession of the token, it is redeemed with 
*** 80 / 100 *** ECU.  
 
Either of you (you or the computer) who is currently not in possession of the token can take 
it. The cost of taking is *** ECU for you, and *** ECU for the computer.  
 
You and the computer can only take the token if the remainder of your endowment is larger 
than or equal to the cost of taking.  
 
Any fraction of the endowment of 40 ECU not used for taking is redeemed at the end of the 
experiment to you or the computer, respectively.  
 
This part of the experiment ends if either the agent currently not in possession of the token 
declares that she does not want to take, or the remainder of her endowment is smaller than 
the cost of taking applicable to her. 
 
Whenever the computer is in possession of the token, you will be asked whether you want 
to take it. Whenever you are in possession of the token, the computer will be asked whether 
it wants to take it. 
 
 

Part 2 
 

Remember: in the first part of the experiment we have explained that the computer maxim-
izes profit. If you yourself had exclusively strived at maximizing profit, which would have 
been your decision in the first round of the first part of the experiment? Would you have 
taken the token? If your answer is correct, you earn an additional 20 ECU. 
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Part 3 
  
In total, ***  persons have participated in the experiment. What do you think: how many of 
them (you included) have taken the token in the first round of the first part of the experi-
ment? If you get this number exactly right, you earn an additional 20 ECU. If your estimate 
is no further away from the true number than +/- 2, you earn an extra 10 ECU. 
 
 
 

Supplementary Treatments 
 

Part 1 
 

<same as Part 1 of main experiment 
computer valuation 80, human valuation 100, symmetric cost of taking 20> 

 
 

(additional) Part 2 
 

The second part of the experiment has the same structure as the first part. You interact 
with a computer that is programmed to maximize profit. The computer is initially endowed 
with one unit of a token. If, at the end of this part of the experiment, the computer is in 
possession of the token, the computer gets 160 ECU. If, at the end of this part of the exper-
iment, you are in possession of the token, you get 200 ECU. You are endowed with 80 ECU, 
which you can use for taking the good (when it is not in your possession). The computer is 
also endowed with 80 ECU, which it can use for taking the good (when it is not in its pos-
session). If you decide to take the token from the computer, you will incur a cost of *** ECU. 
If the computer decided to take the token from you, the computer will incur a cost of *** 
ECU. 
 
 

Part 3 
 

<same as Part 2 in the main experiment> 
 
 

Part 4 
 

<same as Part 3 in the main experiment> 
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